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Abstract: Gasoline is a complex contamination agent, which may be originated from a variety of contamination sources. Sources may 
include, among others, leakage of underground fuel storage tanks in gas stations and large farms. Identifying and quantifying the soil and 
groundwater contaminations due to leakage from the underground gasoline tanks are of primary importance in providing better regulations to 
protect the environment. This subject has not received much of researchers' attention in the Gulf area which is recognized by its huge oil 
production industry.  

In AlQassim region of Saudi Arabia, most of the existing gas stations are more than 25 years old when the region started its 
development era. There were no environmental regulations for constructing the gas stations and the technology used for the underground 
gasoline tanks is outdated compared with the nowadays technology.   Therefore, it is expected that soil and/or groundwater contamination 
has been taking place for years.   

The current research presents an attempt to assess the risks associated with soil and groundwater contamination due to gasoline 
leakage from underground fuel tanks. A geo-environmental investigation is conducted for two gas stations in the City of Buraidah, the largest 
in AlQassim region. The results of the study showed that there is an actual case of gasoline leakage which led to soil contamination with 
gasoline substances. This soil contamination might also threat the groundwater resources in the region due to the leaching phenomenon. The 
study draws the attention of the authorities to the seriousness of this problem and the importance of starting a remediation process to 
overcome the problem.   
 
Keywords: Saudi Arabia, AlQassim, soil contamination, groundwater contamination, underground fuel tanks.  
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1. Introduction 
Gasoline is a complex contamination agent, which may be originated from a variety of contamination sources. 
Sources may include, among others, leakage of underground fuel storage tanks in gas stations and large farms. 
Identifying and quantifying the soil and groundwater contaminations due to leakage from the underground 
gasoline tanks are of primary importance in providing better regulations to protect the environment.  
In AlQassim region of Saudi Arabia, most of the existing gas stations are more than 25 years old when the region 
started its development era. Not only that but rural farms in the region depends in its fuel supply on underground 
fuels tanks. The technology used then for the construction of the stations as well as the underground gasoline 
tanks are outdated and did not consider the appropriate international standard environment protection 
regulations. While this subject has received much of the researchers' attention in other countries (US and 
Europe), it has not yet received the same attention in the Gulf area, which is recognized by its huge oil 
production industry. Therefore, it is expected that soil and/or groundwater contamination has been taking place 
and accumulating for years. Following, we will present some of the reported cases of soil/groundwater 
contamination with gasoline products due to UFT. 

In the USA, storage tanks for vehicle fuel and heating oil are common on farms and rural residences 
nationwide. These underground tanks historically have been constructed of steel, and over the years tens of 
thousands of the tanks have corroded and leaked petroleum products into soil and groundwater. Underground 
tanks are also subject to spills when refilling or pumping. Even small leaks can add up to big problems. A 
significant extensive study (ten years long) in that field sponsored by the California State Water Resources 
Control Board (SWRCB), Underground Storage Tank (UST) Program was published in 1995 [1]. The goal of the 
study was to collect data about the fate and transport of Fuel Hydrocarbons (FHC) released into California's 
diverse hydrogeologic settings and the impacts these releases may have on groundwater resources. The study 
investigated the FHC plumes, the factors that influence the length and mass of FHC plumes, the extent of the 
FHC plumes impact on groundwater resources, and the results of the remediation process of the contaminated 
sites. Plume lengths were defined using a benzene concentration of 10 ppb (parts per billion). The study 
involved 5700 contaminated sites in the state of California. For each site, a time series of estimated benzene 
plume lengths, average benzene concentrations, and groundwater data were determined. Borehole logs were used 
to identify soil lithologic types present at the site. The study showed that Sixty three percent of the sites showed 
a relationship between increasing TPHg and decreasing O2 groundwater concentrations. The study showed that 
plume's geometry tends to change slowly with time. In general, plume lengths change slowly and tend to 
stabilize at relatively short distances from the FHC release site and an active remediation helps reduce plume 
mass. The results also indicated that 16% of the well characterized sites were found to have average benzene 
concentrations greater than 10 ppb, while 42% of the sites had stable plume lengths. This finding may be 
expected because plume concentrations tend to decrease more rapidly and frequently than plume lengths, and 
there is a greater probability of finding a stable plume length than a stable plume concentration. The study 
presented a detailed comprehensive model for detecting, estimating, and remediation of groundwater 
contamination sites. The study also presented few techniques for remediation such as over-excavation, and pump 
and treat. Some of the important conclusions drawn from the study were; over-excavation can reduce the 
likelihood of benzene getting into the groundwater in high concentrations, especially in sites with shallow 
groundwater. Application of pump and treat technique may increase the chances of significantly decreasing 
trends in average plume concentration, and over excavation technique may further increase the chances. Plumes 
at sites with very shallow groundwater almost never show increasing lengths, while those at sites with relatively 
deep groundwater are more likely to grow; which is the case of groundwater conditions in AlQassim. This study 
led to overall changes in the technology used to construct underground fuel tanks in the USA and the regulations 
that control them as well as the remediation procedures.   

In a report published by the State of Wisconsin Department of Commerce, it was mentioned that the 
underground gasoline tanks begin leaking after 12 to 17 years [2]. They also mentioned that a tank leaking one 
drop every 10 seconds could release 60 gallons per year and it takes only a few quarts of gasoline to severely 
contaminate soil/groundwater causing environmental and health problems [2]. Figure (1) shows a schematic 
diagram for a leaking underground fuel tank and the associated potential risk [2]. Figure (2) shows a removed 
damaged underground tank in the state of California, USA [3]. The two figures clearly show why people and 
authorities should be very concerned. 
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Figure (1). A schematic diagram for a leaking underground fuel tank in a gas station. [2] 

 
 

 
 

Figure (2). A damaged underground fuel tank in California, USA. [3] 
 

The USA Federal Emergency Management Agency (FEMA) has known since at least the 1990s that 
tanks under its supervision around the country could be leaking fuel into soil and groundwater [3]. The FEMA 
tanks are part of a larger problem. More than 500,000 leaking storage tanks – most of which are filled with fuel 
and oil – are buried across the country. Because they're underground, leaking tanks can go undetected for years. 
If diesel leaks into drinking water, affected people could be at a higher risk of cancer, kidney damage and 
nervous system disorders. A gallon of fuel can contaminate 1 million gallons of water [3].  

The common life expectancy of buried benzene tanks is 10-15 years. At about 20 years, the risk of leaks 
from buried steel oil tanks becomes significant [4]. Leaks can occur earlier if a tank was damaged at installation 
or was not properly piped. The same reference presented probable causes for underground fuel tank leaks such 
as; in-tank corrosion, external rust, corrosive soils, leaking of buried piping connections, and delivery and in-
door spills. In the State of New England, for a two year period [1984-5] among customers who have buried 
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heating oil tanks (16% of total customers) surveyors found an average of 1.7 oil tank leaks per thousand 
customers. The researchers studying these oil tank leak rates also found 2.5 fuel line leaks per 1000 oil heating 
customers [5]. Shih et al. (2004) investigated the impact of fuel hydrocarbons and oxygenates from leaking 
underground fuel tanks on groundwater resources [6]. The study evaluated the potential for groundwater 
resource contamination by fuel hydrocarbons (FHC) and oxygenates (e.g., tert-butyl alcohol [TBA], tert-amyl 
methyl ether [TAME], diisopropyl ether [DIPE], ethyl tert-butyl ether [ETBE], and methyl tert-butyl ether 
[MTBE]) by examining their occurrence, distribution, and spatial extent in groundwater beneath leaking 
underground fuel tank (LUFT) facilities. The data was collected from over 7200 monitoring wells in 868 LUFT 
sites from the City of Los Angeles, California, USA. The study results demonstrated that MTBE poses the 
greatest problem, followed by TBA and benzene. Day et al. (2001) investigated the fate and transport of fuel 
components below leaking underground storage tanks (LUFT) in the City of Denver, Colorado, USA [7]. They 
stated that leak detection is primarily dependent on physical measurement systems that are generally capable of 
detecting leak rates as small as 0.2 L/h. The risk was evaluated by modeling fate and transport of fuel 
components from small LUFT leaks. It was found that small leaks do have the potential to impact shallow 
groundwater. They concluded that routine monitoring of shallow groundwater should be a component of a leak 
detection program, particularly in high-risk areas. Corapcioglu (1987) and Baehr (1987) introduced 
compositional multiphase model for groundwater contamination by petroleum products and solved numerically 
utilizing numerical analysis technique [8], [9].  

Several studies were conducted to investigate the mechanism by which the spilled or leaked fuel 
transports through subsurface soil layers if effective investigative and remedial measures are to be implemented. 
As mentioned by Rice et al. (1995), once liquid FHC are released into the subsurface, they percolate through the 
unsaturated zone soil pore spaces, at first under the force of gravity. The lithologic heterogeneity, moisture 
content, and permeability of the soils determine the amount of liquid retained in the soil and the extent of the 
lateral spreading of liquid and gaseous hydrocarbons. As liquid- and gaseousphase FHC move through the 
unsaturated zone, they will follow the path of least resistance. When dense, low permeability layers are 
encountered, the bulk FHC liquid flowing under the force of gravity will tend to spread [10]. A portion of the 
FHC mass will adhere onto soil particulates [11] or simply lodge in pore throat necks and dead-end pore spaces 
[12], [13]. The amount of FHC adhered onto soil particulates is dependent on the amount of organic material and 
type of minerals present in the soil matrix [11]. 

All the above mentioned literature emphasizes the seriousness of this problem and that it has been under 
investigations by researches in the USA for years. Therefore it is about time that it gets the appropriate attention 
in the Meddle East in general and Saudi Arabia and the gulf area in particular. The current study aims only at 
shading the light on the problem in order to grab the attention of authorities, researchers, and funding agencies to 
look deeply into the problem. The study is the first step among a series of studies which will be conducted in the 
future which hopefully shall lead to improving the environmental protection regulations in AlQassim.  

 
2. Methodology of Study 

The program of the study involves conducting a field study of the gas stations that exist within the 
limits of the City of Buraidah, AlQassim. The objective of the field study is to collect data about gas stations 
including age of the stations, ownership, frequency and method of fuel refilling, type of fuel, and any 
information about spill accidents. This information is statistically analyzed, and the results are presented in the 
form of the appropriate tables and figures. Following, two of the oldest gas stations studied were selected to 
conduct a geo-environmental study in order to determine the status of soil and groundwater within the sites of 
the selected gas stations. Four boreholes (10 m depth) were executed; two at each site, and soil samples were 
collected at an interval of 1.0 m or at change of soil nature. The collected soil samples were tested in the 
laboratory to determine the nature of soil at the sites. The water table couldn’t be reached during the boreholes 
excavation and consequently there were no collected groundwater samples. The soil samples are then chemically 
tested in order to examine the existence of any traces of benzene contamination or any of its substances. The 
concentration of the existing harmful substance, if any, was determined in the form of a percentage by weight of 
the tested sample. Figures (3) and (4) show the locations of the two selected sites for the study. The figures also 
show that the two gas stations are constructed nearby residential areas which means that there is an actual 
environmental threats to the health and of the people living in the area. 
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Figure (3). The location of the first gas station in the City of Buraidah. 
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Figure (4). The location of the second gas station in the City of Buraidah. 

 
3. Results and Discussion 

3.1 Soil profile 
The visual description of the collected soil samples at the two investigated sites showed that the soil 

profile tends to be of sandy soil with traces of gravel in some areas. The samples were subjected to grain size 
analysis in order to determine its nature and particle size gradation. The results of the lab tests showed that the 
soil profile at both sites are composed of surface soil of silt and sand with a varying thickness of 0.5 – 1.0 m. The 
successive soil layers were found to be graded sand from medium to course with traces of silt and gravel at 
various depths from ground surface. These soil layers are characterized of high permeability which ranges from 
10-1 – 10-3 cm/s which reflects the high infiltration rate of rain water fall. Figure (5) shows the general soil 
profile at the investigated sites. 
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Figure (5). The general soil profile at the sites of investigation. 

3.2 Results of chemical tests 
The chemical tests were conducted on the soil samples collected at two levels from ground surface (4.0 

and 6.0 m). Almost all collected soil samples were observed to have flammable solvents in appreciable amount. 
In particular samples of BH-03 and BH-04 have high flammable solvents; where as samples of BH-01 and BH-
02 have higher hydrocarbons content.  

The objectives of the chemical tests were to investigate the existence of any harmful chemical 
compounds and determine its percentages by weight of the soil samples weight. The investigated harmful 
compounds include benzene and/or diesel fuel, and any of their substances specially hydrocarbons. Examples of 
investigated compounds include but not limited to; Dodecane, Tridecane, and Pentadecane which are chemical 
compounds that consist only of the elements carbon I and hydrogen (H) (i.e., hydrocarbons), wherein these 
atoms are linked together exclusively by single bonds (i.e., they are saturated compounds) without any cyclic 
structure (i.e. loops). These compounds are known to be harmful and may cause lung damage if swallowed. They 
also may be harmful by inhalation or skin absorption, or act as an irritant [14]. Tables (1) and (2) show the 
results of the chemical tests conducted on the soil samples in the form of % by weight, of the soil sample, of the 
harmful hydrocarbon compounds. 

 
Table (1). Results of the chemical tests conducted on the soil samples collected at Gas Station (1) at 4.0 and 6.0 m depths. 

 
 
 
 
 
 
 

Surface soil 

Non plastic graded sand with 
traces of gravel 

Graded sandy soil with traces of gravel 

BH-01 BH-02
Depth 4.0 m Depth 6.0 m

0.234581 0.685269
0.785965 1.023695
1.235680 3.263851
2.358640 5.036925
2.012530 6.369810
3.256480 2.023689
2.365810 8.326981
4.359820 8.301200
1.356820 1.235680
3.256980 8.156840
4.356958 7.123580
3.356821 6.258680
2.359850 5.156380
1.985621 2.356450
15.7908 27.23022
20.50433 34.05188
9.90565 16.80349
1.737667 2.957531

                                                                                                                                                                                                                                                                

Tetratriacontane-C34H70
Octacosane-C28H58
1-Pentene, 3-methyl-C6H12

% of hydrocarbons by Wt of Soil Samples

Test Parameters

Pentane, 3-methyl
4-Methyldocosane C23H48
1-Docosene

Heptadecane-C17H36
Heneicosane-C21H44
Heptadecane-C17H46
Heneicosane-C21H44
Hexadecane,2,6,10,14-tetramethyl-C20H42
Nonadecane-C19H40
Eicosane-C20H42
Tetracosane-C24H50

Dodecane $$ n-Dodecane-C12H26
Tridecane C13H28
Tetradecane-C14H30
Pentadecane-C15H32
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Table (2). Results of the chemical tests conducted on the soil samples collected at Gas Station (2) at 4.0 and 6.0 m depths. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
3.3 Discussion 

The results of the chemical analysis as shown in Tables (1) and (2) show that there is a serious problem 
that needs to be looked at. The concentrations of the hydrocarbons exist in the collected soil samples poses 
environmental threats to people living near-by the investigated gas stations. The water table couldn’t be reached 
during the boreholes excavation and consequently there were no collected groundwater samples. The study scope 
did not include executing deep sampling in order to collect groundwater samples. However, increasing 
concentrations of hydrocarbons in the soil coupled with the high permeability nature of it would eventually lead 
to the development of a leaching process of contaminants to reach the groundwater aquifer in the area.    

4. Conclusions 
The current study focused on the environmental threats of leaking underground fuel tanks of aged gas 

stations in the City of Buraidiah, AlQassim, Saudi Arabia. Two sites were selected among the oldest constructed 
gas stations in the city where a geoenvironmental investigation was launched. The investigation showed that the 
soil profile at these sites is high permeable meaning that any fuel leakage would transport easily through soil 
layers.  The study also showed that there is an actual environmental problem in the investigated sites that 
requires authorities' attention. The soil at the two sites has high flammable solvents contents and high 
concentration percentages of hydrocarbons compounds. The hydrocarbon compounds constitute an 
environmental hazardous problem for the area that must be thoroughly cured. Published research shows that 
launching a remediation process in the contaminated sites could reverse the contamination hazardous effect. The 
remediation process is also essential in order to stop propagation of the environmental threat. Although the 
current study did not elaborate on the status of the groundwater aquifer in the area; the literature review shows 
that most likely the soil contamination would eventually led to groundwater contamination as well; if it has not 
already done so.  Therefore, it is highly recommended to launch a process of surveying other potential 
contaminated sites in the city and a remediation process for cleaning the contaminated sites. Generally speaking, 
USEPA suggests several techniques to be used for detecting leakage from UFT such as; automatic tank gauging 
systems and statistical inventory reconciliation which monitors the fuel consumption on monthly bases. These 
are just preliminary recommendations which should be considered by authorities until the necessary regulations 
for constructing the UFT are updated and set according to the world wide standards.   
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BH-01 BH-02
Depth 4.0 m Depth 6.0 m

0.586319 0.977198
1.316936 2.194893
3.201052 5.335087
4.45537 7.42561

5.309717 8.849528
2.169556 3.615927
6.58337 10.97228
6.65061 11.08435

2.347495 3.912491
6.69362 11.15604
6.5180 10.8633

5.728577 9.547628
4.879555 8.132591
3.55985 5.93308

10.32212 19.23568
15.2354 18.35682
8.02563 12.3568
1.65863 1.89654

Tetratriacontane-C34H70
Octacosane-C28H58
1-Pentene, 3-methyl-C6H12

% of hydrocarbons by Wt of Soil Samples

Test Parameters

Pentane, 3-methyl
4-Methyldocosane C23H48
1-Docosene

Heptadecane-C17H36
Heneicosane-C21H44
Heptadecane-C17H46
Heneicosane-C21H44
Hexadecane,2,6,10,14-tetramethyl-C20H42
Nonadecane-C19H40
Eicosane-C20H42
Tetracosane-C24H50

Dodecane $$ n-Dodecane-C12H26
Tridecane C13H28
Tetradecane-C14H30
Pentadecane-C15H32
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ABSTRACT. Six-phase induction motor “IM” has advantages over three phase“3-ϕ”IM like lower harmonics, lower losses, improved 
reliability, higher torque per ampere, and higher power rating drive. However the control of such motors is more complex than that of the 3-
ϕ�motors. The principles of direct torque control “DTC”, which is a well-known control method for 3-ϕ�motors, can be utilized to 
overcome this complexity. This paper introduces the application of the DTC principles to 6-ϕ��IMs drives. The whole 6-ϕ�IM drive 
system is modeled and simulated in the stationary reference frame. However, it is noted from circuit analysis and Matlab simulations that the 
use of the conventional 6-ϕ�inverter gives poor performance drive. This is due to the fact that with the conventional inverter only six 
switching states can give balanced output voltages instead of 64 switching states. This results in lower capability of control, less utilization of 
the DC supply, and more harmonic distortion as well. However to avoid this demerits, the authors have inferred that the use of a dual 3-ϕ 
inverter is the solution to be adapted. Simulation results of a DTC 6-ϕ�IM drive show improved performance compared with the 
performance of the field orientation trials in the literature.  
KEYWORDS: Six-phase “6-ϕ�”, induction motor “IM”, direct torque control “DTC”, voltage source inverter “VSI”. 

 
LIST OF SYMBOLS AND ABBREVIATIONS 
A-B-C-D-E-F The six phases notations  
d-q Direct-quadrature frame (stator frame) 
d-q-z1-z2-o1-o2 The six phases notations after transformation to stationary frame 
C, C1 Constants 
C( ) Abbreviation of cosine 
ids, iqs The stator current components in the stator reference frame 
idr, iqr The rotor current components in the stator reference frame 
[I] The identity matrix 
Lm Maximum value of the mutual inductance bet. rotor and stator 
Lr, Ls Rotor and stator inductances referred to stator 
Llr, Lls Rotor and stator leakage inductances referred to stator 
[Lss] The stator self-inductance matrix 
[Lrr] The rotor self-inductance matrix referred to stator 
[Lsr] The stator-rotor mutual-inductance matrix referred to stator 
N The sector number 
P Differentiation w.r.t time 
P Number of poles 
Rs, Rr Stator and rotor resistances referred to stator 
SA, SB, SC, SD, SE, SF 6-φ Inverter switching logic functions 
T Motor developed torque  
T* The reference torque 
T Time 
TL Rated motor torque 
[T] The six phase transformation matrix to stationary frame 
[Tr

s] The six phase transformation matrix to a rotating frame 
Vdc Inverter DC supply voltage 
van, vbn, vcn The stator phase voltages 
VAs, VBs, VCs, VDs, VEs, VFs The six inverter phase voltages w.r.t the load neutral point 
VAN, VBN, VCN, VDN, VEN, VFN The six inverter phase voltages w.r.t the DC supply ground 
ω* The motor reference speed 
θ The rotor angular position w.r.t. the d-axis 
∆T Torque error 
∆λ Flux error 
λ* The stator flux vector in the stator frame 
λq,λd The stator flux components in the stator reference frame 
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1. Introduction  
It is generally known that balanced poly-phase voltages applied to a corresponding balanced winding result in a 
rotating magnetic field. In an ideal machine having a sinusoidal distribution of the air gap flux of a given peak 
density, the operating c/c's would be identical for any number of phases greater than one. Very early IM's had 
two phases, but the 3-ϕ version very soon replaced these. Three-phase version eliminated 3rd harmonic problems 
and resulted in a motor which was generally better. Increasing the number of phases beyond three has 
advantages, which might be worth considering for certain applications [1]. Key advantages of multiphase IM 
drive systems over conventional 3-ϕ systems are summarized as follows: 

1. Reduction of the required inverter phase current permits the use of a single power device for each 
inverter switch instead of a group of devices connected in parallel. Problems of static and dynamic current 
sharing among parallel devices, such as bipolar transistors, are thereby eliminated in large drive systems [2]. 

2. The sixth harmonic pulsating torques, associated with the conventional 3-ϕ IM drives that fed from 
six-step VSI, is eliminated by the appropriate choice of a multiphase motor winding configuration [2]. 

3. Rotor harmonic losses are reduced compared with the level produced in 3-ϕ systems [2]. 
4. The total system reliability is improved by providing continued system operation with degraded 

performance following loss of excitation to one of the machine stator phases [2]. 
5. The torque per ampere for the same-size machine is increased [3]. 
6. A high power rating drive can be obtained with standard inverter power modules due to the use of 

more modules of lower rating [4]. 
The high phase order drive is likely to remain limited to specialized applications, where high reliability is 

demanded such as electric/hybrid vehicles, aerospace applications, ship propulsion, and high power drive 
applications. 

However, when a multiphase system is implemented with the conventional voltage source inverter, 
large harmonic currents have been observed [2], [5], [6], and [7]. This is due to misunderstanding of the inverter 
modes. Attempts have been made to improve the six phase drive performance by introducing alternative 
modulation schemes [8-10]. The conventional topology of the 6-ϕ inverter essentially gives low performance 

drive and poor utilization of the DC supply. A new topology for the 6-ϕ inverter will be introduced in the 
present paper to improve the system performance. 

Field orientation control strategy has been applied to multiphase IM [3, 5& 11]. In this paper, the 
concept of DTC is applied to 6-φ IM, as there is no previous attempt in the literature.  

 
2. Machine Model 

In a 6-ϕ IM, the six-stator phases are distributed with a spacing of 60°. The following normal 

assumptions have been made in deriving the 6-ϕ IM model: 
1. Machine windings are of sinusoidal distribution. 
2. Saturation is neglected. 
3. Mutual leakage inductances are neglected. 

Under these assumptions the voltage equations of the machine, in the original six dimensional space, 
can be derived. 
2.1 Machine Model in the Original Six Dimensional Space  

The machine stator and rotor voltage equations can be written as:  
[ ] [ ] [ ] [ ] [ ] [ ] [ ]( )rsrssssss ILILpIRV ⋅+⋅⋅+⋅=  (1) 

[ ] [ ] [ ] [ ] [ ] [ ] [ ]( )srsrrrrrr ILILpIRV ⋅+⋅⋅+⋅=  (2) 

Where, in these equations, the voltage and current vectors are defined as: 
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The resistance and inductance matrices in Eq.(1) and Eq.(2) are given in Appendix I. 
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2.2 Transformation of the Voltage Equations to a New Reference Frame  
Modeling and control of 6-φ machine can be simplified with a proper transformation to a six 

dimensional frame of reference [5]. The transformation matrix used will be represented by six vectors and 
referred to as the space “d-q-z1-z2-o1-o2” [12].  
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The actual machine phases will be referred to as “A-B-C-D-E-F”. The transformation transforms the 
original vector space to a new vector space having the following properties: 

• Machine variable components that produce air gap flux are transformed to the d-q subspace. The d-q 
subspace, commonly referred to as the d-q plane, is electromechanical energy conversion related.  

• Those components of machine variables, which will not produce air gap penetrating flux, will be 
mapped to the subspace z1-z2-o1-o2 by Eq.(4). These components can be classified as a new type of zero sequence 
subspace [11]. 

Applying transformation given by Eqn.(4) to Eqn.(1) and Eqn.(2)  yields 
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Where θ is the rotor angular position. 
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As expected it is observed immediately from the above equations that all the electromechanical energy 
conversion related variable components are mapped into the d-q plane, and the non-electromechanical energy 
conversion related variable components are transformed to the z1-z2 and o1-o2 planes. Hence, the dynamic 
equations of the machine are totally decoupled. As a result the analysis and control of the machine can be greatly 
simplified. In the analysis just completed, d-q reference frames were, in effect, separately attached to the stator 
and rotor, rotating at zero and rotor angular speed, respectively. To express the stator and rotor equations in the 
same reference frame and thus eliminate the sine and the cosine terms in the above equations, the following 
relation transformation, which transforms the rotor variables to the stationary reference frame, is appropriate: 
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With this relation transformation applied to Eq.(5) and Eq.(6), the following stator and rotor combined 
d-q plane stationary reference frame equation results: 
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Where:      
mmlrrmlssdt

d LMLLLLLLp 3,3,3, =+=+==   

The electromagnetic torque is given by: 

( )dsqrdrqsm
P iiiiLT −=
22

6  (9) 
 

3. Inverter Model and Space Vectors 

A 6-ϕ voltage source inverter is shown in Fig.(1). This inverter operates with the same main rules as the 
3-ϕ inverter (i.e. the two switches, or transistors, of any leg are always in opposite operation), and there are 
always six switches in conduction. The inputs to the inverter, as a control system building block, are the 
switching functions of the inverter switches (SA, SB, SC, SD, SE, SF). These functions are logic functions, equal ‘1’ 
when the phase terminal is connected to the positive of the DC side, and equal ‘0’ when the phase terminal is 
connected to the negative of the DC side. However, the outputs are the motor phase voltages (vAs, vBs, vCs, vDs, 
vEs, vFs). 

 
Fig. (1). Six-phase inverter circuit.                           
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The model can be derived as follows. The inverter phase voltages (vAN, vBN, vCN, vDN, vEN, vFN), w.r.t  the 
DC supply ground, can be derived from the switching states using: 

( ) ( )FEDCBAdcFNENDNCNBNAN SS,SSSSVvv,vvvv ,,,,,,, =  (10) 

Then the motor phase voltages are derived from the inverter phase voltages by applying Kirchhoff laws 
to the inverter-motor circuit: 

0=+++++
−=−
−=−
−=−
−=−
−=−
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DNANDsAs
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vvvvvv
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(11) 

Solving these equations then using (10)we get the input output relation for the nverter:  
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(12) 

 The 6-ϕ voltage source inverter has a total of 64 switching states, shown in Table (1).  
Table (1). The 6-φ φ φ φ single inverter switching states 

 SF SE SD SC SB SA  SF SE SD SC SB SA 
V0 0 0 0 0 0 0 V32 1 0 0 0 0 0 
V1 0 0 0 0 0 1 V33 1 0 0 0 0 1 

V2 0 0 0 0 1 0 V34 1 0 0 0 1 0 

V3 0 0 0 0 1 1 V35 1 0 0 0 1 1 

V4 0 0 0 1 0 0 V36 1 0 0 1 0 0 

V5 0 0 0 1 0 1 V37 1 0 0 1 0 1 

V6 0 0 0 1 1 0 V38 1 0 0 1 1 0 

V7 0 0 0 1 1 1 V39 1 0 0 1 1 1 

V8 0 0 1 0 0 0 V40 1 0 0 0 0 0 

V9 0 0 1 0 0 1 V41 1 0 1 0 0 1 

V10 0 0 1 0 1 0 V42 1 0 1 0 1 0 

V11 0 0 1 0 1 1 V43 1 0 1 0 1 1 

V12 0 0 1 1 0 0 V44 1 0 1 1 0 0 

V13 0 0 1 1 0 1 V45 1 0 1 1 0 1 

V14 0 0 1 1 1 0 V46 1 0 1 1 1 0 

V15 0 0 1 1 1 1 V47 1 0 1 1 1 1 

V16 0 1 0 0 0 0 V48 1 1 0 0 0 0 

V17 0 1 0 0 0 1 V49 1 1 0 0 0 1 

V18 0 1 0 0 1 0 V50 1 1 0 0 1 0 

V19 0 1 0 0 1 1 V51 1 1 0 0 1 1 

V20 0 1 0 1 0 0 V52 1 1 0 1 0 0 

V21 0 1 0 1 0 1 V53 1 1 0 1 0 1 

V22 0 1 0 1 1 0 V54 1 1 0 1 1 0 

V23 0 1 0 1 1 1 V55 1 1 0 1 1 1 

V24 0 1 1 0 0 0 V56 1 1 1 0 0 0 

V25 0 1 1 0 0 1 V57 1 1 1 0 0 1 

V26 0 1 1 0 1 0 V58 1 1 1 0 1 0 

V27 0 1 1 0 1 1 V59 1 1 1 0 1 1 
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Continued table (1) 
 Sf Se Sd Sc Sb Sa  Sf Se Sd Sc Sb Sa 

V28 0 1 1 1 0 0 V60 1 1 1 1 0 0 
V29 0 1 1 1 0 1 V61 1 1 1 1 0 1 

V30 0 1 1 1 1 0 V62 1 1 1 1 1 0 

V31 0 1 1 1 1 1 V63 1 1 1 1 1 1 

By using the transformation matrix of Eq.(4), the inverter phase voltages can be represented  in the 
stationary reference frame as: 
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(13) 

The 6-ϕ voltage source inverter has a total of 64 switching states. There are ten zero voltage states and 
54 active voltage states. It must be noted that these numbers depend on the transformation matrix used. The 
active space voltage vectors can be represented in the d-q plane as shown in Fig. (2). It seems that the control 
flexibility will be better with this large number of states. To operate the inverter using these states, the authors 
have carried out many trials; however, all the trials lead to a highly distorted inverter output. To discover the 
core of this problem, let us investigate the circuits of Fig. (3). These five circuits are the only possible circuits of 
the inverter with the load at any switching state, except the zero states. Therefore, the motor phase voltages can 
take discrete values ±1/2Vdc, for Fig. (3-a), (±1/6Vdc, ±5/6Vdc), for Fig. (3-b) & Fig. (3-c), and (±1/3Vdc, ±2/3Vdc), 
for Fig. (3-d) & Fig. (3-e). This means that with any inverter switching state the inverter circuit can take one of 
these five circuits. For the inverter output voltage to be balanced, 60º must shift the six phase voltages. 
Consequently, three phases are in antiphase with the remaining three. Therefore, with balanced voltages, the 
instantaneous phase voltages (vAs, vBs, vCs) should equal the negative of (vDs, vEs, vFs), respectively. However, for 
the 6-φ inverter to operate in balanced mode, the only possible switching states are those corresponding to the 
circuit of Fig. (3-a). Hence, the voltage vectors that can be used for balanced 6-φ are (V7, V14, V28, V56, V49, V35), 
i.e. the motor phase voltage will be ±1/2Vdc. Therefore, the phase voltages will contain large harmonics and the 
benefits of the 6-φ system will be lost. An improved performance can be obtained with the aid of dual 3-φ 
inverters, as shown in Fig. (3-f).  

 
Fig. (2). Six-phase inverter states. 
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  Fig. (3). (a-e)The 6-ϕϕϕϕ�inverter-motor possible circuits,(f) the dual inverter fed 6-ϕϕϕϕ�IM. 

 
The simulated six-step operation of Fig. (4) indicates that for balanced motor operation, the inverter 

states must take the same previous states (V7, V14, V28, V56, V49, V35).  
However, to achieve these voltage states, there must be synchronization between the two inverters 

signals. For instance, to get V7 we must send a control signal to the inverters as (000111) to the legs (F-E-D-C-
B-A). This means that the 1st inverter (A-C-E) must receive a control signal (110), while the 2nd (B-D-F) must 
receive a control signal (100). 

 
 

Fig. (4). The six-step operation of the 6-ϕϕϕϕ�inverter. 
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4. Direct Torque Control of  6-ϕϕϕϕ ΙΜ  ΙΜ  ΙΜ  ΙΜ DRIVE 
As the 6-ϕ IM model in the stationary reference frame is similar to the 3-ϕ one, then the principles of 

DTC that are essentially prepared for 3-ϕ  IM , [13−15], can be applied to 6-ϕ IM. By controlling the relative 
motion between the stator flux and rotor flux vectors the torque can be controlled. In voltage source inverters 
(VSI’s) that are convenient for DTC drives, the stator flux is a state variable that can be adjusted by the stator 
voltage and the motion of the stator flux is fully controlled by the proper selection of the stator voltage vector. 
The aim of DTC is to control both the flux and the torque so as to be in hysteresis band as shown in Fig. (6). For 
this the motion of the stator flux vector is adjusted by selecting the appropriate voltage vector. The voltage 
vector is selected according to the following rules: 

1. Selecting an active voltage vector will move the stator flux vector, i.e. increase or decrease the flux 
and the torque. 

2. Selecting a zero voltage vector will stop the flux vector motion, the magnitude will not change, and 
will decrease the torque. 

3. The d-q plane, where the stator flux vector lies, is divided into six regions or sectors [13] as shown in 
Fig. (5). In each sector the next two adjacent voltage vectors can be selected to increase the torque and increase 
or decrease the flux respectively. For instance, in sector “1”, either vector V7 or V14 can be selected to increase 
the torque. However, V7 will increase the stator flux magnitude but V14 will decrease the stator flux magnitude. 

 
 

Fig. (5). Typical torque and flux (trajectory) responses with DTC. 
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Fig. (6). Block diagram of a 6-ϕϕϕϕ IM drive controlled with DTC. 
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Hence, the proper voltage vector, that affects both the flux and torque in a certain sector, is known and 
the results can be summarized in Table (2). 
Table (2). Voltage vector selection with DTC. 

N ∆∆∆∆λλλλ ∆∆∆∆T 

1 2 3 4 5  6 

∆T = 1 V7 V14 V28 V56 V49 V35 ∆λ =1 

∆T = 0 V63 V0 V63 V0 V63 V0 

∆T = 1 V14 V28 V56 V49 V35 V7 ∆λ = 0 

∆T = 0 V0 V63 V0 V63 V0 V63 

 

The basic block diagram of DTC system for a voltage source PWM inverter-fed IM drive is shown in 
Fig.(6). In this system the current and voltage vectors of the stator are measured then the real electric torque and 
the stator flux vector is estimated through simple estimators. The zone detector detects the sector “N=1….6” of 
the flux vector from its angle. The estimated torque is compared with the reference torque, which is the output of 
the speed controller, and the estimated flux is compared with the reference flux. The flux and torque controllers 
are hysteresis controllers which produce digitized output signals “‘1’ to increase and ‘0’ to decrease”. 

These signals with the stator flux position signal and the sector number form the digital address to the 
EPROM that stores the switching Table (1). The output of the EPROM is the switching states of the inverter that 
form directly the control signals of the drive circuit of the inverter transistors. 

 
5. Simulation Results 

A speed control system is simulated using Matlab with a motor that has the parameters given in Table (3) 
[5]. A five horsepower, four poles IM with thirty-six stator slots was rewound to form a six pole, six phase IM.  

 
Table (3). Motor parameters 

 

 The torque and flux step response are shown in Fig. (7). It is noted that both torque and flux are within 
the hysteresis bands at steady state. The motor phase currents and voltages are balanced; the phase voltage and 
current is shown in Fig. (8). The stator flux locus, shown in Fig. (9), nearly resembles a circle. The current 
spectrum of the 6-ϕ�motor and that of a 3-ϕ�motor of the same rating; at full load; are shown in Fig. (10). 

 It is noted from the figure that there is a third harmonic component with 6-ϕ drive, this is a built in 
disadvantage of the 6-ϕ IM [1]. However, the total harmonic distortion of the 6-ϕ drive is less than that of the 3-
ϕ drive. The high order current harmonics appeared in the 6-ϕ spectrum has no effect on the motor torque as it 
is absorbed by the motor inertia. 

 
Fig. (7). Flux and torque step responses of 6-ϕϕϕϕ�IM with DTC at starting, the step torque and flux are 75% and 100% respectively. 

N 1150rpm Rs .71ΩΩΩΩ Ls .05331H 
vph 145V Rr 1.29Ω J .05N.m.sec2 
F 60Hz Lm .0489H λs 0.82Wb 
  Lr .05331H TL 8N.m 
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Fig. (8). Phase “A” voltage and current of 6-ϕϕϕϕ�IM with DTC at steady state,no load, and  195 rpm. 

 
 

Fig. (9). Stator flux locus of 6-ϕϕϕϕ    IM with DTC. 

 
Fig. (10). Current Spectrum of DTC controlled 6-ϕϕϕϕ    IM “left” and 3- ϕϕϕϕ    IM “right”. 

-1  - 0  0. 1  

-1  

-

-

-

-

0  

0.

0.

0.

0.

1  

Stator flux(wb)  

S
ta

to
r 

flu
x(

w
b)

  

 

0 0.1 0.2 0.3 0.4 0.5 
0 

Frequency (kHz) 

1 

2 

3 

4 

5 

M
ag

n
itu

d
e(

A
) 

 

0 0.1 0.2 0.3 0.4 0.5 
0 

1 

2 

3 

4 

5 

Frequency (kHz) 

M
ag

n
itu

d
e(

A
) 



S. A. Zaid et al. 

 

22 

6. Conclusion 
Modeling and simulation of a 6-ϕ IM drive with DTC has been examined. The salient conclusions that 

emerged from the study are the following: 

1. With the conventional 6-ϕ inverter there are 64 possible locations for the resultant voltage vector, 
however only 6 locations can be utilized to generate balanced output. 

2. An improved performance over the results of the field orientation trials in the literature has been 

obtained with the aid of dual 3-ϕ inverters. 

3. Compared to the 3-ϕ drive, the converter total harmonic distortion of the 6-ϕ drive is less than that of 

the 3-ϕ drive.  
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Appendix I 
The resistance and inductance matrices in Eq.(1) and Eq.(2) are defined as follows, according to the 

machine structure: 
The stator and rotor resistance matrices [Rs], [Rr]: 
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The stator self-inductance matrix [Lss]: 
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The rotor self-inductance matrix [Lrr]: 
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Where Lls, Llr, and Lm are the stator leakage, rotor leakage and mutual inductances. 
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  نظام تدوير يستخدام محرك حثى سداسي الأطوار التحكم المباشر فى العزم فى
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Abstract. This paper presents a complete analysis of an induction generator linked to the power network through an ac voltage controller 
aiming to control the generated active and reactive power at different speeds. The ac voltage controller uses the extinction angle strategy to 
control the generator terminal voltage. The generator performance characteristics regarding the harmonic distortion factors, active power, 
reactive power, power factor, torque ripples and efficiency have been computed at different speeds. These characteristics have been 
determined with the help of a novel equivalent circuit in the frequency domain.  
Keywords: induction generator, ac voltage controller, grid-connected 
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1. Introduction 
 

Wind energy finds increasing applications as a source of renewable energy in the world. This power may be 
utilized to generate electrical power using the induction generators [1-2]. The performance of a grid-connected 
induction generator using a solid state ac voltage controller as an interface between the grid and the stator 
terminals of the generator is studied in this paper. In this regard a forced-commutated ac voltage controller which 
utilizes a set of power transistor devices has been used. 

Many authors have analyzed the self excited induction generators [3-8] which are utilized in far and 
isolated sites. The performance of controlled generators using ac voltage controller has been analyzed in 
previous publications for naturally commutated voltage controllers, and forced commutated voltage controllers 
[9-11]. The analysis has been determined using numerical techniques based upon a dq-abc reference frame 
models. In the present paper the steady-state electrical and mechanical performance of the generator has been 
analyzed through modeling the induction generator and the static converter by novel equivalent circuits in the 
frequency domain. This is expected to give more accurate results, and enables the iron losses to be taken into 
consideration which leads to accurate estimation of the generator efficiency. 

Simulating programs have been developed to determine the performance characteristics of the 
uncontrolled grid-connected induction generator and the controlled generator for a wide range of operating 
conditions and a specified switching strategy of the ac voltage controller. In this regard, the extinction angle 
control strategy has been used. The computed performance characteristics included the generator current and its 
distortion factors, the generator active and reactive powers and the generator efficiency. Also, the bus current, its 
distortion factors, reflected harmonics on the supply, the displacement angle, the bus active and reactive powers, 
and the power factor has been computed. On the other side the mechanical performance characteristics regarding 
the unidirectional-developed torque and the pulsating components appearing as a result of the use of the ac 
voltage controller have been determined.  

When using the ac voltage controllers, the active and reactive powers of the grid connected induction 
generator can be controlled. The bus reactive power is clearly controlled when using the firing angle control 
strategy. 

 
2. Solid State Control of the Induction Generator 

 
Forced commutated ac voltage controller is suggested to be used as an interface between the grid and the 

induction generator.  
2.1 Control Using a Forced Commutated AC Voltage Controller 

The proposed circuit is shown in Fig. (1). Each stator phase has control circuit that contains series and 
shunt power transistor in bridges of diodes to allow the current to pass in the two directions [10]. The two 
transistors are operated alternatively, when the series transistor is turned on, the shunt transistor is turned off and 
vice versa. This control circuit links the induction generator with the network. The terminal voltage as well as 
the active and reactive power of the generator can be controlled by variation of the on and off periods of the 
series transistors. The shunt transistor bridge allows the clamped current in the stator phase during the off state of 
the series bridge to continue flowing as freewheeling path.  

The transistorized ac voltage controller may be controlled using different control strategies. In the present 
paper the extinction angle control strategy is applied. The control of the generator terminal voltage is done by 
fixing the firing angle (α) at zero degree, while the extinction angle (β) is varied as shown in Fig. (2). One of the 
advantages of this control strategy is that the switching off of the semiconductor devices is done at small current. 

The terminal voltages of the induction generator are as follows: 
va =  Vm sin ωt                                         n π  ≤ ωt ≤ (n π +β), n=0, 1,2, ..             (1) 

vb and vc lag behind va by 2 π/3 and 4 π/3 respectively.  
 



Voltage Extinction-Angle Control… 

 

29 

 
Fig. (1). Induction generator connected to grid via ac voltage controller. 

 

 
Fig. (2). Extinction angle control strategy. 

 
3. Steady State Modeling 

 
3.1 Frequency Domain Equivalent Circuits 

The stator terminal voltage of the induction Generator when using an ac voltage controller is no more 
pure sinusoidal voltage (Fig. 2). Using Fourier series [12] this voltage can be analyzed to a series of fundamental 
voltage and higher order voltage harmonics. Let, the bus voltage; vbb, to be 

vbb(t) = Vm sin ωt                                                                        (2) 
Then, the generator terminal voltage; vg, is given by 

vg(t) = SF(t).vbb                                                                         (3) 
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Where SF(ωt) is a switching function that is fully determined according to the control technique such that, in the 
case of firing angle control technique 

SF(t) =  1                                  nπ ≤ ωt ≤ (n π +β); n = 0, 1, 2, ..                 (4) 
Otherwise it is zero.  
To get the Fourier series of the generator voltage, SF(θ) is easily analyzed using Fourier series rules, to get 

∑ ++=
n nno tncatSF        )sin()( ϕωω                                                 (5) 

Where n is even number; n = 2, 4, 6, … 
Then, 

vg(t)= Vm sin(ωt) { )sin( nn no tnca ϕω ++∑ }                                             (6)  

which yields the following equation: 

 ∑ +=
h hhg thVtv   )sin()( ϕω                                                               (7)   

Where h is odd numbers. 
Vh and φh are given for the extinction-angle control techniques in Appendix A.  
The generator applied voltage components, obtained by Fourier series, are classified as follows: 
a) Positive sequence voltage components: 

Components of order nf = 1 + 6k; where k = 0, 1, 2, 3,…., are called positive sequence voltages. These 
voltages generate rotating fluxes in the same direction of rotation of the flux produced by the fundamental 
voltage. The slip w.r.t the flux of any positive sequence voltage is obtained as follows: 

s

rs
P Nnf

NNnf
S

×
−×=                                                                (8) 

where Ns is the nominal synchronous speed, and Nr is the rotor speed. 
b) Negative sequence voltage components: 

Components of order nb = 5 + 6k; where k = 0, 1, 2,…., are called negative sequence voltages. These 
voltages generate rotating fluxes in the opposite direction of rotation of the flux produced by the fundamental 
voltage. The slip w.r.t the flux of any negative sequence voltage is obtained as follows: 

s

rs
N Nnb

NNnb
S

×
+×=                                                                 (9) 

c) Zero sequence voltage components: 
Harmonics of order no = 3 + 6k; where k = 0, 1, 2, 3,…., are called zero sequence or triplex voltages. The 

net flux of these harmonic components in the air gap is zero. Therefore, they neither contribute to the torque 
output nor induce currents in the rotor.  

The positive and negative sequence equivalent circuits of the slip ring and plain cage induction machines 
are as shown in Fig. (3a). Fig. (3b) shows the zero sequence equivalent circuit. The zero sequence voltage drives 
zero sequence currents if the induction generator circuit allows. This happens in case of delta connected 
generator or four wire system.  

It is worth noting that the used equivalent circuits takes into consideration the effect of the fundamental 
and voltage harmonics upon the stator iron loss, while the effect of these harmonics upon the rotor is neglected. 
Rotor iron loss is not considered as; firstly the iron loss due to the fundamental flux, which is nearly stationary 
with respect to the rotor at normal running conditions, is nearly zero. Secondly, the harmonic fluxes decrease 
drastically with the order of voltage harmonic.  Thirdly, the rotor iron size is small compared with the stator iron. 
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(a)Positive and negative sequence equivalent circuits 
 

 
(b) The zero sequence equivalent circuit of the induction machine. 

 
Fig. (3). The generator equivalent circuits. 

(S = SP in case of +ve sequence harmonics and S = SN in case of -ve sequence harmonics). 
 

3.2 Generator Current, Power and Torque Calculations 
For each voltage component (of order h) the appropriate equivalent circuit is used to calculate the 

corresponding stator, magnetizing and rotor currents. Also, the power factor is obtained. Then, the terminal 
active- and reactive- electrical power, air gap power and the induced torque are calculated as follows: 

Pgh = VghIgh cos(φgh – ψgh)   p.u                                                                    (10) 
Qgh = VghIgh sin(φgh – ψgh)                                                                            (11) 
PAGh = Igh

2 R2/Sh   p.u                                                                                   (12) 
Teh = PAGh /h       p.u                                                                                     (13)     

Where φgh is the phase angle of the hth voltage component; Vgh, ψgh is the phase angle of the hth current 
component; Igh, and Sh is the slip w.r.t the flux of the hth voltage component. 
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=                                                                                         (14) 

THD defines the total harmonic content [13], but it does not indicate the level of each harmonic 
component. If a filter is used at the output of the converters, the higher-order harmonics would be attenuated 
more effectively. Therefore, knowledge of both the frequency and the magnitude of each harmonic is important. 
The distortion factor indicates the amount of the harmonics distortion that remains in a particular waveform after 
the harmonics of that waveform have been subjected to a second order attenuation (i.e. divided by n2). Thus, D.F 
[13] is a measure of effectiveness in reducing unwanted harmonics without having to specify the values of the 
second order load filter and is defined as [13]   
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The total generator active- and reactive- electrical power are calculated by 

R1 hX1J R2/S hX2J 

Rc 
Vgh hXmJ 

R1 hX1J 

Vgh 
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∑= k gkg PP                                                                                                (16) 

∑= k gkg QQ                                                                                              (17) 

The total steady induced torque is calculated by 

ekke TT ∑=                                                                                                (18) 

Where k= 1, 3, 5, … 
Interaction between the fluxes that rotate at different speeds results in pulsating torques. The steady and 

pulsating torque components are calculated in p.u using the following formula [14]:  

∑ ∑ −+−=
ks kr krfrksfsskrfrksfsme tkrfksfIIXT  ))sin((( )()()()(1 ψψω  

∑ ∑ −+−=
ks kr krbrksbsskrbrksbsme tkrbksbIIXT  ))sin((( )()()()(2 ψψω  

∑ ∑ +++=
ks kr krfrksbsskrfrksbsme tkrfksbIIXT  ))sin((( )()()()(3 ψψω  

∑ ∑ +++=
ks kr krbrksfsskrbrksfsme tkrbksfIIXT  ))sin((( )()()()(4 ψψω  

Te = Te1 – Te2 + Te3 – Te4                                                                         (19) 
Is and Ir are the stator and rotor currents, respectively. Ksf and krf are the stator and rotor harmonic orders which 
induce forward rotating magnetic fields. ksb and krb are the stator and rotor harmonic orders which induce 
backward rotating magnetic fields. 
3.3 Bus Current and Power Calculations 

As at any instant the instantaneous bus power (pbb) equals the instantaneous generator power (pg), then 
pg = pbb                                                                                                     (20) 

which means 
vg ig = vbb ibb                                                                                             (21)  

Using Eqns. 3 and 21, leads to 
ibb =  ig SF(t)                                                                                            (22)                        

ig has components calculated from the equivalent circuits corresponding to the voltage components and SF(t) has 
its Fourier Series form. Thus the bus current (ibb) could be expressed as a summation of current components as 
given in Appendix A. 

The active- and reactive- electrical powers are calculated, keeping in mind that the bus voltage is a 
pure sinusoidal voltage, as follows:  

Pbb = Vbb Ibb1 cos (- ψbb1)                                                                         (23) 
Qbb = Vbb Ibb1 sin (- ψbb1)                                                                         (24) 

The angle between the fundamental bus current; Ibb1, which is measured in the output sense, and the bus voltage 
is called the displacement angle (DAngl). This angle is calculated as follows: 

DAngle = ψbb1 + π,                                                                                  (25) 
The bus power factor is calculated from [13] 

PF = PuF . DF                                                                                         (26) 
Where PuF is the purity factor and is given by; PuF = I1/I 
The generator efficiency is calculated as follows: 

η = Pe/(Te Nr)                                       (27) 
The bus current total distortion factor and the individual distortion factors are calculated using the 

formula applied to the generator current (Eqns. 14, 15). 
 

4. Performance Characteristics of the Controlled Generator 
 

4.1. Generator Performance Characteristics 
A simulation program based upon the steady state (frequency domain) equivalent circuits, with the 

terminal voltage represented as a series of fundamental voltage and higher harmonic voltages has been 
developed. The terminal voltage is determined using Fourier series analysis (Appendix A.1) which gives the 
voltage components as a function of the extinction angle. The program has been used to compute the 
performance characteristics of the generator having the data given in Appendix B. Various performance 
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characteristics of the generator such as the fundamental current, total current, various distortion factors, the 
active power, the reactive power and the efficiency of the generator have been computed versus the generator 
speed at different extinction angles. These characteristics are depicted in Figs. (4-9). These figures indicate that 
at a certain speed the fundamental current decreases as the extinction angle decreases (Fig. 4). Also, as the 
extinction angle decreases the harmonic current contents increases. It should be mentioned here that only odd 
harmonic currents exist (Figs. 5-7). It is obvious from Fig. (8) that the active power decreases as the extinction 
angle decreases. The reactive power absorbed by the generator increases with the increase of the slip. Over the 
normal operating slip range (- 0.005 to - 0.02) the reactive power behaves in a fluctuating manner as the 
extinction angle decreases. The generator efficiency decreases as the extinction angle decreases due to the 
increase of the harmonic contents (Fig. 10). 
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Fig. (4). Relation between fundamental component of generator current and speed. 
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Fig. (5). Relation between distortion factor of the third order harmonic component of generator current and speed. 
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Fig. (6). Relation between distortion factor of the fifth order harmonic component of generator current and speed. 
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Fig. (7). Relation between total distortion factor of generator current and speed. 
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Fig. (8). Relation between the active power of the generator and its speed. 
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Fig. (9). Relation between the reactive power of the generator and its speed. 
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Fig. (10). Relation between efficiency of the generator and its speed. 
 
4.2. Impact Upon the Supply 

The effect of using the ac voltage controller when employing the extinction angle-control strategy upon 
the supply (bus-bar) has been investigated. The concerned quantities include the bus fundamental current, 
different current distortion factors, the active power, fundamental-current reactive-power, the displacement angle 
and power factor. The computed results showing the effect of the extinction angle are depicted in Figs (11-17). 
The bus fundamental current decreases as the extinction angle decreases (Fig. 11). The bus current, like the 
generator current, contains odd harmonics.  As the extinction angle decreases the harmonic contents increase 
(Figs. 12-14). As the extinction angle decreases, the displacement angle increases in the leading direction, 
consequently, the generator consumes more fundamental reactive power and delivers less active power (Figs. 15, 
16). The power factor shows rapid decrease as the extinction angle decreases (Fig. 17).  
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Fig. (11). Relation between fundamental component of bus current and generator-speed. 
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Fig. (12). Distortion factor of third order harmonic component of bus current and generator-speed. 
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Fig. (13). Distortion factor of the fifth order harmonic component of bus current and generator-speed. 
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Fig. (14). Relation between total harmonic distortion factor of bus current and generator-speed. 
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Fig. (15). Relation between displacement angle of bus current and generator-speed. 
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Fig. (16). Relation between bus reactive power and generator-speed. 
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Fig. (17). Relation between bus power factor and generator-speed. 
 

 
 In light of the calculated generator and bus current components, the ratings of the ac voltage controller 
devices could be determined (see Appendix B). To attenuate the penetration of the resulted harmonic currents 
into the supply a rejection passive or active filter [13] should be connected between the generator and the bus.  
4.3 Mechanical Performance Characteristics of the Controlled- Generator 

The effect of using the ac voltage controller upon the induced torque as regarding the produced average 
torque and the added pulsating torques has been investigated. The computed results are shown in Figs. (18-21). 
The total average steady torque produced by all the voltage components is shown in Fig. (18) versus the 
generator speed at different extinction angles. That produced by the fundamental voltage is shown in Fig. (19). 
The 6th order and 12th order pulsating torques are shown in Figs. (20 and 21) as a percentage of the total steady 
induced torque. As the extinction angle decreases the 6th order pulsating torque (computed as a ratio of the steady 
torque) has the tendency to increase but with a fluctuating manner. The 12th order pulsating torque (computed as 
a ratio of the steady torque) behaves in a fluctuating manner similar to the 6th order pulsating torque. 
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Fig. (18). Relation between the total average induced torque and generator-speed. 
 

0

0.5

1

1.5

2

2.5

3

1 1.01 1.02 1.03 1.04 1.05 1.06 1.07

F
un

d
am

en
ta

l C
om

p.
 o

f T
or

qu
e

speed (pu)

beta = 20
beta = 40
beta = 60
beta = 80

beta = 100
beta = 120
beta = 140
beta = 160

 
 

Fig. (19). Relation between average torque induced by the fundamental voltage and generator-speed. 
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Fig. (20). Relation between sixth order pulsating torque and generator-speed . 
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Fig. (21). Relation between twelfth order pulsating torque and generator-speed . 
 

5. Conclusions 
 

The performance of a grid-connected induction generator using a solid state ac voltage controller as an 
interface between the grid and the stator terminals of the generator has been studied. In this respect forced-
commutated ac voltage controller which utilizes a set of power transistor devices has been used. 



Voltage Extinction-Angle Control… 

 

43 

The steady-state electrical and mechanical performance has been analyzed through modeling the 
induction generator and the static converter by novel equivalent circuits in the frequency domain. The presented 
model is more accurate compared with the time domain models, which usually neglect the iron losses. The 
computed performance characteristics included the generator current and its distortion factors, the generator 
active and reactive powers and the generator efficiency. Also, the bus current, its distortion factors, reflected 
harmonics on the supply, the displacement angle, the bus active and reactive powers, and the power factor has 
been computed. On the other side the mechanical performance characteristics regarding the developed torque 
and the pulsating components appearing as a result of the use of the ac voltage controller have been determined. 

When using the ac voltage controllers, the active and reactive powers of the grid connected induction 
generator can be controlled. The bus reactive power is clearly controlled when using the extinction angle control 
strategy.  

Using the solid state electronic switches is associated with the existence of current harmonic contents in 
the generator and harmonic currents reflected on the supply. Only the odd harmonics especially the third 
harmonics exist extensively.  
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Appendix A: Fourier Series of the Generator Voltage and Bus Current 

 
A.1- Generator Voltage 
vg = Vm sin(ωt). SF(t)  

where SF(t) is the switching function which is determined according to the control strategy as follows: 
SF(t) =  1                                  nπ   ≤ ωt ≤ (n π +β); n = 0, 1, 2, ..        
Otherwise it is zero.    
Using Fourier series analysis of the switching function, the generator voltage can be expressed as follows: 
vg = 0.5Vm [(a0-a2) sin(ωt) + (a2-a4) sin(3ωt) + (a4-a6) sin(5ωt) + (a6-a8) sin(7ωt) +……. 
                   + b2 cos(ωt) + (b4-b2) cos(3ωt) + (b6-b4) cos(5ωt) + (b8-b6) cos(7ωt) +…….] 
Thus, the fundamental component; vg1 = 0.5Vm (a0-a2) sin(ωt) + 0.5Vm (b2) cos(ωt) 
= c1 sin(ωt + φ1),  
where c1 = 0.5Vm [(a0-a2)

2 + (b2)
2]1/2, φ1= arctan[b2/ (a0-a2)] 

3rd voltage harmonic component; vg3 = 0.5Vm (a2- a4) sin(3ωt) + 0.5Vm (b4-b2) cos(3ωt) 
= c3 sin(3ωt + φ3), 
where c3 = 0.5Vm[(a2- a4)

2 + (b4-b2)
2]1/2, φ3 = arctan[(b4-b2)/ (a2- a4)] 

5th voltage harmonic component; vg5 = 0.5Vm (a4- a6) sin(5ωt) + 0.5Vm (b6-b4) cos(5ωt) 
= c5 sin(5ωt + φ5), 
where c5 = 0.5Vm[(a4- a6)

2 + (b6-b4)
2]1/2, φ5 = arctan[(b6-b4)/ (a4- a6)] 

and so on. 
a0,  an and bn are given, for the extinction angle control strategy as follows: 
a0 = 2β/π 
an  = sin(2nβ)/(nπ),                          n =2,4,6,,…. 
bn = [1- cos(2nβ)]/(nπ) ,                   n =2,4,6,… 
A.2- Bus Current 

ibb  = ig SF(t) 
The fundamental bus current is given by 
ibb1 = {0.5 Ig1 ((a0-a2) cos(ψg1)+b2 sin(ψg1)) + 0.5  Ig3 ((a2-a4) cos(ψg3) + (b4-b2)  sin(ψg3)) + 0.5  Ig5 ((a4-a6) 
cos(ψg5)+(b6-b4) sin(ψg5)) +  0.5  Ig7 ((a6-a8) cos(ψg7) + (b8-b6) sin(ψg7)) +….}×sin(ωt)  + {0.5  Ig1 (b2 cos(ψg1) + 

(a0+a2) sin(ψg1)) + 0.5 Ig3 ((b4+b2) cos(ψg3) + (a2+a4) sin(ψg3)) + 0.5  Ig5 ((b6+b4) cos(ψg5) + (a4+a6) sin(ψg5) + 0.5  

Ig7 ((b8+b6) cos(ψg7) + (a6+a8) sin(ψg7)) +….}×cos(ωt)  
3rd harmonic bus current is given by 
ibb3 = {0.5  Ig1 ((a2-a4) cos(ψg1) + (b4+b2) sin(ψg1)) + 0.5  Ig3 ((a0-a6) cos(ψg3) + b6 sin(ψ g3)) +  0.5  Ig5 ((a2-a8) 
cos(ψ g5) + (b8-b2) sin(ψ g5))  +….}×sin (3ωt)   +  0.5  Ig7 ((a4-a10) cos(ψ g7) + (b10-b4) sin(ψ g7)) + {0.5  Ig1 ((b4-b2) 
cos(ψ g1) + (a2+a4) sin(ψ g1)) + 0.5  Ig3 (b6 cos(ψ g3) + (a0+a6) sin(ψ g3)) + 0.5  Ig5 ((b8+b2) cos(ψ g5) + (a2+a8) sin(ψ 

g5) + 0.5  Ig7 ((b10+b4) cos(ψ g7) + (a4+a10) sin(ψ g7)) +….}×cos(3ωt) 
5th harmonic bus current is given by 
 ibb5= {0.5  Ig1 ((a4-a6) cos(ψ g1)+(b6+b4) sin(ψ g1)) + 0.5  Ig3 ((a2-a8) cos(ψ g3) + (b9+b2) sin(ψ g3)) + 0.5  Ig5 ((a0-a10) 
cos(ψ g5)+b10 sin(ψ g5)) +….}×Sin(5ωt)   +  0.5  Ig7 ((a2-a12) cos(ψ g7) + (b12-b2) sin(ψ g7)) + {0.5  Ig1 ((b6-b4) cos(ψ 

g1) + (a4+a6) sin(ψ g1)) + 0.5  Ig3 ((b8-b2) cos(ψ g3) + (a2+a8) sin(ψ g3)) + 0.5  Ig5 (b10 cos(ψ g5) + (a0+a10) sin(ψ g5)) + 
0.5  Ig7 ((b12+b2) cos(ψ g7) + (a2+a12) sin(ψ g7)) +….}×cos(5ωt) 
where Ig1 ,Ig3 ,Ig5 Ig7 ………   are the generator harmonic currents.   

a0,  an and bn are as given before. 

 
Appendix B: Generator System Particulars, Parameters and Device Ratings 

 
The generator used is a three phase, 500 KVA, ∆/Y, 1830 rpm, 600/1039 V, 475/274 A, 4 pole, 50 Hz, cage 
induction generator having the following parameters: 
R1  = R2  = 0.015  p.u,  X1 = X2 = 0.091 p.u,   Xm =  4.251   p.u, Rc = 30 p.u. 
In the present work the generator has been connected in Y. 



Voltage Extinction-Angle Control… 

 

45 

The current flowing through any of the series transistors has a uni-directional full wave-form, while that flowing 
in any of the diodes has a uni-directional half-wave form. Thus the devices are rated as follows: 
The transistor ratings are: I (r.m.s rating) = K1 K2 274 A, 
Ip (peak current rating) = K1 K3 √2 274 A, 
VBO (forward breakover voltage) = K1√2 600 V 
The diodes ratings are    : I (r.m.s rating) = K1 K2 274 A, 
Ip (peak current rating) = K1 K3 √2 274 A, 
VBD (reverse breakdown voltage) = K1√2 600 V 
K1 is a safety factor (1.2 is a suitable value). K2 is a factor greater than one introduced to account for the effect of 
the existence of current harmonics upon the r.m.s value (1.3 is a suitable value). K3 is a factor greater than one 
introduced to account for the effect of the existence of current harmonics upon the peak value of the current 
(1.15 is a reasonable value). 
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Abstract. In this article, hard and soft digital cores have been developed for refining, shaping, counting and 
multi-channel analysing (MCA) of scintillation detector signals. These cores are implemented to apply the 
forward wavelet transform for signal decomposition and the back interpolation technique for the reconstruction 
phase. We aim to de-noise, compress and reconstruct these signals by which the processing speed and storage 
will be optimized.  Moreover, the presented technique deliver all important features of the scintillation signals 
such as; counting, shaping, pulse height. Also, it performs multichannel analysing from the single channel 
analyzing results. The new contribution of our framework arises from employing the interpolation techniques to 
reconstruct the signal where the mother wavelet and details are neglected. Moreover, soft techniques have been 
applied to evaluate the performance of the nonlinear mother wavelets and interpolation methods. The hardware 
design is implemented using hardware description language (HDL) and is implemented practically on the FPGA. 
The performance of the design has been tested in simulation mode on Model Sim benchmark and in real time 
mode on XC2S 50 Spartan-II FPGA. The soft processing included in this article employs a special purpose 
digital filter to refine the nuclear pulses and to extract their important features. 
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1. Introduction 
 

The scintillation detector is one of the most important detectors used in nuclear and particle physics experiments 
as well as in nuclear medicine. These detectors are used in several radiation detection systems such as detection 
of mixed ionizing fluxes near nuclear objects, radionuclide control of samples and radiation pollution and in  
determination of the type and energy of high-energy particles and products of their reactions with targets. 
Scintillation signals are digitized, consequently quantization noise is added, the loss in signal quality is due to 
additional noise and shaping or pickup on signal line. Optimum filtering and more complex algorithms are 
implemented relying on the VHDL core. These algorisms are implemented on field programmable gate arrays 
(FPGAs). The overall scintillation system presented in this study is shown in figure (1). 

 
Figure (1). The overall scintillation system. 

Throughout this framework the wavelets has been used as base for the pre-processing phase. The 
wavelet transform has recently emerged as a powerful tool for many applications such as data compression, de-
noising, feature detection, and biomedical signal processing. Wavelets have been used in ultrasonic detection [1], 
in biomedical signals [2], in digital communications channels [3], and in medical images [4]. B. Mahmoud et al 
[5] described an acquisition and treatment system designed for semi-analog Gamma-camera. It consisted of a 
nuclear medical image acquisition, treatment and scintigraphic image construction in real time.  

R. Engels et al. [6] developed a data acquisition board, it was a one slot board which received all the 
temporary information of the detector signals and allowed for complete pulse shape discrimination. A digital 
acquisition and elaboration system were developed and assembled for the direct sampling of fast pulses from 
nuclear detectors such as scintillators and diamond detectors [7]. G. Pasqualia et al. [8] implemented a DSP 
equipped fast digitizer. They used a digital signal processor (DSP) online analysis of detector signals. 
Algorithms have been written and tested on detectors of different types (scintillators, solid-state, gas-filled), 
implementing pulse shape discrimination, constant fraction timing, semi-Gaussian shaping, and gated 
integration. S. Zuberi [8] described a series of experiments and technical developments concerning the digital 
signal processing (DSP) of scintillator pulses in nuclear physics applications. J. Carletta et al. [9] designed a 
field programmable gate array (FPGA)-based digital hardware platform that implements wavelet transform 
algorithms for real-time signal de-noising of optical imaging signals.  
Our proposed digital processor for scintillation detector signals is described as follows, see figure (2);   

• De-noising and compression of scintillation signals relying on wavelet transform  
• Employing hard and soft interpolations to reconstruct signal patterns  
• Shaping signals with respect to threshold level 
• Pulse counting 
• Multichannel analyzing 

 
 The acquired scintillation signals are negative with floating decimal values. To overcome these 
problems we upscale all signals by large number and raise signals by adding a dc value.  Also, we check the 
synchronization between PC and the FPGA kit to ensure the stability of our integrated system. Our digital 
processing core has been developed using HDL and it is implemented on an FPGA for denoising, compression, 
reconstruction based on linear interpolation, shaping and counting of scintillation signals. Moreover the 
developed technique converts the single channel analyser to multi channel analyser. The proposed solution is 
illustrated in figure (2).    
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Figure (2). The applied Technique. 

 
The rest of this paper is organized as follows; Section 2 is an overview on scintillation detectors. 

Section 3 reviews the fundamentals of the pre-processing technique presented in this study where the wavelets 
decomposition and the interpolation based reconstruction are presented. The FPGA implementation for 
computing the Haar Wavelets Transform (HWT) and the linear interpolation are presented in section 4. Section 5 
presents signal shaping and counting obtained from an online analysis algorithm. In section 6 the concept of the 
transfer from single channel analyzing to the multi-channel analyzing is presented. Section 7 introduces the soft 
processing. Finally, Section 8 summarizes the conclusion. 
 

2. Scintillation Detector 
 

A brief overview of the most important parts of the physics behind gamma detection, scintillators and 
pulse shape analysis (PSA) are needed to fully grasp the content of this research work. A scintillator is a material 
that emits light, scintillates, when absorbing radiation.  When a particle passes through the material it collides 
with atomic electrons, exciting them to higher energy levels. After a very short period of time the electrons fall 
back to their natural levels, causing emission of light. There are six different types of scintillators they are; 
organic crystals, organic liquids, plastics, inorganic crystal, gases and glasses. Pulses of light emitted by the 
scintillating material can be detected by a sensitive light detector, such as the photomultiplier tube (PMT) or 
photo diodes. The photocathode of the PMT, which is situated on the backside of the entrance window, converts 
the light (photons) into so-called photoelectrons. On the other hand in a photodiode, the scintillation photons 
produce electron-hole pairs that are collected at respectively the anode and the cathode of the diode. Most 
frequently, reverse biased PIN photodiodes are used having a low capacitance and leakage current. Hence an 
alternative way to detect the scintillation light from a crystal is the use of a silicon photodiode. The low level 
noise limitation of photodiode can be overcome by using Avalanche Photodiodes. Avalanche photodiodes 
(APDs) are photo detectors that can be regarded as the semiconductor analog to photomultipliers [10].  By 
applying a high reverse bias voltage (typically 100-200 V in silicon), APDs show an internal current gain effect 
due to impact ionization (avalanche effect). 

In scintillators, the efficiency of converting the high-energy radiation into light is typically about 10%, 
hence the scintillator material must be transparent to the radiation it produces[11]. To accomplish this, the wide-
gap material is activated with impurities which represent recombination sites for electrons and holes. Thus 
produced light has much lower energy than the band gap of the host crystal. Anyhow, PMTs have several merits 
they are; they are standard devices, large signals can be detected  and fast rise times to signals is feasible. 
Conversely, the quantum efficiency of silicon photodiodes is typically 70 % but its’ surface area are limited and 
noise threshold is low.  

 
3. The Pre-Processing Phase 

 
The pre-processing phase is divided into two steps the first one is the wavelets and the second one is the 

interpolation. 
3.1 The Pre-Processing Phase 

The pre-processing phase is divided into two steps the first one is the wavelets and the second one is the 
interpolation. 
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3.1.1 Principles of the wavelet based decomposition  
Wavelet transforms are associated with multiresolution into different scales, see figure (3). 

 
Figure (3). Signal Decomposition. 

 
                                                                                   (1) 

=  
=  

Wavelet transforms do not have a single set of basis functions like the Fourier transform, which utilizes 
just the sine and cosine functions. Instead, wavelet transforms have a set of possible basis functions. Thus 
wavelet analysis provides immediate access to information that can be obscured by other time-frequency 
methods such as Fourier analysis. Dilations and translations of the Mother function, or analyzing wavelet ; 
define an orthogonal basis, our wavelet basis: 

                                                           (2) 
The variables s and l are integers that scale and dilate the mother function  to generate wavelets. 

Hence, the mother functions are rescaled, or dilated by powers of two, and translated by integers. What makes 
wavelet bases especially interesting is the self-similarity caused by the scales and dilations. To span our data 
domain at different resolutions, the analyzing wavelet is used in a scaling equation: 

                                                                         (3) 
Where  is the scaling function for the mother function ; and ck are the wavelet coefficients. The 

wavelet coefficients must satisfy linear and quadratic constraints of the form  
                                                                             (4) 

 
Where  is the delta function and  is the location index. One of the most useful features of 

wavelets is the ease with which a scientist can choose the defining coefficients for a given wavelet system to be 
adapted for a given problem. Where the coefficients {c0......cn} are filter coefficients. The filters are placed in a 
transformation matrix, which is applied to a raw data vector. The coefficients are ordered using two dominant 
patterns, one that works as a smoothing filter (like a moving average), and one pattern that works to bring out the 
data's detail information. In this paper the signals is filtered in a hierarchical algorithm called a pyramidal 
algorithm. This algorithm was applied to the original signals, then it is smoothed and decimated by half using 
down sampler. Just as in the first stage, we repeat to find second wavelet transform. This completes the iteration 
of the Haar analysis bank, which is graphically represented in figure (3). The mother wavelets (Haar, 
Daubechies, Coiflet, and Meyer) have been tested to select the best one of them according to the similarity 
measures as shown in table (1.a). The peak signal to noise ration (PSNR), mean square error (MSE), Eucleadian 
distance (ED) and the cross correlation (CC) prove that Coiflet is the best mother wavelet. To select the best 
decomposition level, practical tests have been carried out to find the best one of them. Table (1.b) shows that the 
third decomposition level is the best one according to the results of the similarity measures 
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Table (1).a) The statistics of the similarity measure of the different mother wavelets. 
Mother Wavelet  CC  ED  MSE  PSNR  

Haar  0.9866  12.7990  0.1643  31.926  
Daubechies  0.9890  11.8139  0.1418  32.5656  

Coiflet  0.9900  11.3834  0.1324  32.8635  
Meyer  0.0148  106.878  11.4230  13.5046  

 

Table (1).b) The statistics of the similarity measure of the different decomposition levels. 
Level CC  ED  MSE  PSNR  
One  0.9681  20.4778  0.1493  27.8567  
Two  0.9830  14.7395  0.1575  30.7084  
Three  0.9866 12.7290  0.1443  31.9258  
Four 0.7021 18.9554 3.2561 27.0625 

 

3.1.2 The Interpolation based Reconstruction 
In the mathematical subfield of numerical analysis, interpolation is a method of constructing new data 

points within the range of a discrete set of known data points. Interpolation is often recommended for signal de-
noising, and would not be much more difficult to implement. We also intend to consider methods that threshold 
based on estimates of the noise, generated in real time alongside the data. Signals recovered using both hard and 
soft interpolation; in hard interpolation only linear interpolation is implemented on FPGA. In soft interpolation, 
several Matlab functions are described, which implement various interpolation algorithms such as nearest 
neighbor interpolation, linear interpolation, cubic hermite interpolation  and  cubic  spline interpolation. The 
statistics presented in table (2) prove that the best method was the cubic spline. 
Table (2). The statistics of the similarity measure of the different interpolation techniques 

Method  CC  ED  MSE  PSNR  
Linear  0.9782  16.4669  0.2731  29.7192  
Cubic Spline  0.9866  12.7990  0.1643  31.9258  
Nearst  0.9307  28.8462  0.8380  27.8501  
Cubic Hermit  0.9818  14.8984  0.2226  30.6066  

 

We propose reconstruction method using only approximation coefficient by applying the interpolation 
technique. Hence, a simple function is applied to calculate new data points. The some of the signal features may 
be lost but this algorithm is the right manner to remove noise from signals also these signals were stored in 
economical way by which only approximation coefficients were stored. There are many interpolation methods, 
in this work we implement linear interpolation on FPGA and the cubic spline in soft techniques. 
 

4. FPGA-based Implementation 
 In this section, we design and implement the signal pre-processing algorithm on the FPGA 
4.1 Design simulation  

The proposed architecture is designed using HDL and simulated on Mentor Graphics (Model Sim) to 
validate its functionality on FPGA. The simulation results are shown in figure (4). The main parameters of this 
simulation are the master clock “clk”, the enable signal called ”b” and ram which use to save intermediate 
signals ”RAM”, the address of ram is given by signal “add”. The simulation results and the schematics show the 
hard wavelets decomposition and the hard interpolation technique.   
 

 
Figure (4). Simulation using Model Sim program. 
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4.2 Wavelet based Hard Denoising of Scintillation Detector Signals 
The hard denoising has been designed and implemented on the FPGA in two phases; the first phase is 

the down sampling shown in figure (4.a); while the second phase is the interpolation shown in figure (4.b). The 
device utilization summary, micro statistics and timing summary of the down sampling phase are shown in 
tables (3-5) while the device utilization summary, micro statistics and timing summary of the interpolation phase 
are shown in tables (6-8). The original scintillation detector signal, the down sampled one and the reconstructed 
signal are presented in figure (6). The results shown in figure (6) shows that the compression reaches 50% 
without scarifying the original signal.  The hardware description of the system with the computer interface is 
shown in figures (7, 8). 

 
a) Wavelet decomposition phase 

 
b) Interpolation based reconstruction 

Figure (5 a,b). Schematic of the interpolated based Wavelets for scintillation signal denoising. 

Table (3).Device utilization summary. 
Number of Slices 374 48% 

Number of Slice Flip Flops 32 2% 
Number of 4 input LUTs 647 42% 
Number of bonded IOBs 18 18% 

Number of GCLKs 1 25% 

Table (4). macro statistics. 
LUT Ram 256x4-bit 5 
Adders/Subtractors 11 

Registers 8 
Comparators 3 
Multiplexers 2 

Table (5). Timing Summary. 
Minimum period 6.536ns 

Minimum input arrival time before clock 26.204ns 
Maximum output required time after clock 6.788ns 

Table (6). Device utilization summary. 
Number of Slices                      176 22% 
Number of Slice Flip Flops             16 1% 
Number of 4 input LUTs                277 18% 
Number of GCLKs                         18 185 
Number of GCLKs                         1 25% 
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Table (7). macro statistics. 
LUT Ram 256x4-bit 2 
Adders/Subtractors                2 
Registers 4 
Comparators 4 
Multiplexers 1 

Table (8). Timing Summary. 
Minimum period 7.022ns 
Minimum input arrival time before clock 23.366ns 
Maximum output required time after clock 6.788ns 

 
 

 
Figure (6).  De-noising using wavelet transform and interpolation (a) original signal (b) transformed signal (c) reconstructed signal. 

 

 
Figure (7). XSA -50 board. 

 
 

 
 

Figure (8). The hardware setup of the system. 
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5. Signal Shaping  and Counting 
 The previous denoising filtering is an essential step in pulse shaping and counting. Figures (9, 10) show 
the effect of denoising on pulse shaping and counting. The noise has harmful effect on the digital signal 
processing. Figure (8) shows the imprecise counting occurred due to presence of noise while the removal of 
noise led to very precise results as shown in figure (10).   Successful results for counting and shaping of series of 
pulses are presented in figure (11) where (a) is a series of pulses,  (b) is the shaping while (c) is the count of 
nuclear pulses.  

 
Figure (9).explain the incorrect discrimination. 

 

 
Figure (10). correct pulse shaping. 

 
Figure (11).Counting and shaping of  scintillation detector signal (a) denoising (b) pulse shaping (c) pulse count. 

 

a 

b 

c 
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6. Multi Channel Analyzer 
 In MCA the pulse height of each input analog signal is digitized as shown in figures (12, 13). The MCA 
tabulates the voltage pulses on the basis of the output of the ADC by assigning an energy range to each of the 
detection channel. If a voltage pulse falls within the range represented by one of the channel, a memory location 
corresponding to that channel has the number of counts in it incremented by one. By performing this operation 
for all detector events in a given interval the MCA generates a spectrum of the distribution of energy for a 
measured events (energy histogram) with the y axis representing counts  and the x axis representing channel 
value  (relative energy). 
 

 
Figure (12). the scintillation signal. 

 
Figure (13). the output of the multichannel analyzer. 

 
Channel Calibration 
 Energy channel values are converted into kilo electron volts with a channel-to-kilo electron volt 
conversion factor which is determined from a comparison of photo peak energies and channel location close to 
the energy of interest.  
 

7. Soft Processing of Scintillation Detector Signals 
 Throughout this study two modules have been developed; the first one is the hard processing 
implemented on the FPGA for the real time application and the soft processing for the off line data manipulation.  
The soft pre-processing includes applying the non-linear wavelets for decomposition and non-linear interpolation 
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techniques presented in section 3. The comparison between the proposed pre-processing technique presented in 
this paper and the pre-processing techniques based on the accumulation algorithm presented in [11] and the pre-
processing based on median filter proves that the proposed technique is superior to them as shown in table (9). 
Table (9). Comparison Statistics of the Preprocessing Techniques . 

Method  CC  ED  MSE  PSNR  
Accumulation Tech  0.9680 21.3433  0.4555  27.4972  
Median  filter  0.9831 14.7856  0.2186  30.6856  
Proposed Solution.  0.9866  12.7990  0.1643  31.9258 

 
8. Conclusion 

 This research work presented a qualitative pre-processing, pulse shaping, pulse counting and 
multichannel analyzing based on hard and soft techniques. One of the most important advantages of this system 
is the high compression rate using the interpolated wavelets where the mother wavelet and the details have been 
neglected. FPGAs are visible computational platform for processing of scintillation detector signals with high 
speed while the high precision has been achieved from the soft processing as well in off-line applications. The 
wavelet transform and interpolation based reconstruction operation are simultaneously implemented in one 
processor. The applied techniques achieved high precision denoising, compression, reconstruction, shaping and 
counting of the signals under study up to (12.5%) without scarifying the original signal. The presented study 
shows the superiority of the proposed technique compared with the others. The main target of that was the 
optimization of the overall system by which the storage capacity, precision and speed have been significantly 
improved. 
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Abstract. A new method for obtaining a compact parametric general solution of a system of Boolean equations is presented. The method 
relies on the use of the variable-entered Karnaugh map (VEKM) to implement various steps of the solution procedure and to ensure 
minimization of the expressions obtained. It is highly efficient as it requires the construction of natural maps that are significantly smaller 
than those required by classical methods. Moreover, the method is applicable to general Boolean equations and is not restricted to the two-
valued case. As an offshoot, the paper contributes some pictorial insight on the representation of “big” Boolean algebras and functions. It 
also predicts the correct number of particular solutions of a Boolean equation, and produces a comprehensive list of particular solutions, if 
desired. Details of the method are carefully explained and further demonstrated via an illustrative example. 
Key Words. Boolean equations, Parametric general solutions, Particular solutions, Variable-entered Karnaugh maps. 
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1. Introduction 
 

The topic of Boolean equations has been a hot topic of research for almost two centuries and its importance can 
hardly be overestimated. Boolean-equation solving permeates many areas of modern science such as logical 
design, biology, grammars, chemistry, law, medicine, spectroscopy, and graph theory [1, 2]. Many important 
problems in operations research can be reduced to the problem of solving a system of Boolean equations. The 
solutions of Boolean equations serve also as an important tool in the treatment of pseudo-Boolean equations and 
inequalities, and their associated problems in integer linear programming [3]. 

To solve a system of n Boolean equations, the equations are usually combined into an equivalent single 
Boolean equation whose set of solutions is exactly the same as that of the original system of equations. This is 
conceptually simpler than obtaining the set of solutions for each equation and then forming the intersection of 
such sets to obtain the set of solutions of the overall system. Typically, general subsumptive or parametric 
solutions are sought [1-5]. Such general solutions are compact forms from which an exhaustive enumeration of 
particular solutions can be readily obtained. All types of solutions are obtainable by either algebraic or map 
methods [1, 2, 6-10]. 

Both Brown [1, 2] and Tucker and Tapia [6, 7] solved Boolean equations using a Marquand diagram (also 
called Veitch chart) in which natural binary order is followed, or used a Conventional Karnaugh Map (CKM) in 
which the rows and columns are arranged according to a reflected binary code. Their methods in [1, 2, 6, 7] are 
restricted to (or reduce their subject to) two–valued Boolean variables. All these methods state their rules in cell-
wise tabular form. 

Rushdi [8, 10] developed yet another mapping method for obtaining a subsumptive general solution of a 
system of Boolean equations. This method is not restricted to the two-valued case and requires the construction 
of maps that are significantly smaller than those required by earlier procedures. This is because it relies on the 
use of a more powerful map, namely the variable-entered Karnaugh map (VEKM). The VEKM is an adaptation 
of the CKM that retains most of its pictorial insight and effectively combines algebraic and mapping techniques. 
Historically, the VEKM was developed to double the variable-handling capability of the CKM [11]. Later, the 
VEKM was shown to be the direct or natural map for finite Boolean algebras other than the bivalent or 2-valued 
Boolean algebra (switching algebra) [1, 8, 10, 12, 13]. These algebras are sometimes called ‘big’ Boolean 
algebras, and are useful and unavoidable, even if unrecognizable, in many applications [1]. 

In the present work, we develop a powerful VEKM method to implement an existing procedure [1, 2] for 
deriving the parametric general solution of a system of Boolean equations. This VEKM method is more efficient 
than the CKM method in [2], since it requires significantly smaller maps. Another merit of this VEKM is that it 
produces the solution in the most compact form, thanks to a well-known VEKM minimization procedure [11-
13]. As an offshoot, the present work contributes some pictorial insight on the representation of “big” Boolean 
algebras and functions. Moreover, it correctly predicts the number of particular solutions of the pertinent system 
of equations, and it identifies a pitfall in an earlier attempt at such a prediction in [2]. If desired, the compact 
parametric solution obtained is expanded into an exhaustive list of particular solutions.  

The rest of this paper is organized as follows. Section II introduces some notation, while Section III 
reviews pertinent properties of Boolean algebras and addresses the question of pictorial representations of 
Boolean algebras and functions. Section IV presents a new VEKM method for deriving the parametric solution 
of a Boolean equation, which is a map adaptation of an existing algebraic procedure. Section V demonstrates the 
VEKM method via a big-Boolean-algebra example. Section VI addresses the topic of the number of particular 
solutions and their exhaustive listing. Section VII concludes the paper.  

 
2. Representations of Boolean Algebras and Functions 

 
A Boolean algebra is a quintuple B = (B, ∨, ∧, 0, 1) in which B is a set, called the carrier; ∨ and ∧ are 

binary operations on B and the zero (0) and unit (1) elements are distinct members of B, with certain postulates 
on commutativity, distributivity, binary-operation identities and complementation being satisfied [1-5]. The 
following facts about a Boolean algebra can be deduced : 

1. Every element X of B has a unique complementX . 
2. There is a partial-order or inclusion (≤) relation on B that is reflexive, anti-symmetric, and transitive. 
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3. A Boolean algebra B enjoys many useful properties such as associativity, idempotency, absorption, 
involution, consensus and duality. 

4. A Boolean algebra B is a complemented distributive lattice with distinct 0 and 1 elements. 
5. A nonzero element Z of B is said to be an atom of B iff for every X ∈  B, the condition Z ≤ X implies 

that X = Z or X = 0. 
6. Every finite Boolean algebra B is atomic, i.e. for every nonzero element X ∈  B, there is some atom Z 

such that Z ≤ X. 
7. Examples of Boolean algebras include the algebra of classes (subsets of a set), the algebra of 

propositional functions, the arithmetic Boolean algebra (where ∨ and ∧ denote “the least common multiple” and 
“the greatest common divisor”), as well as the switching or two-element Boolean algebra. 

8. Boolean algebras with the same number of elements are isomorphic. 
9. Every finite Boolean algebra B has 2m element, where m is the cardinality of (number of elements in) the 

set of atoms of B. 
An n-variable function f: Bn 

→ B is Boolean iff it can be expressed in the minterm canonical form 

f(X)  =  ∨   f(A)   XA,                             (1) 

where the ORing operation ∨ in (1) extends over all A = (a1, a2, …, an) ∈  {0, 1}n, and XA is defined for    X = 
(X1 , X2 ,…, Xn) ∈  Bn as  

XA = an
n

aa XXX ........2
2

1
1 ,                    (2) 

 where for X ∈  B and a ∈  {0,1}, X a is defined by 

  X 0 =  X ,                              (3a) 
  X 1 = X .                                 (3b)  

In (1), the function values f(A), where A ∈  {0, 1}n are called the discriminates of f(X). 
A dramatic consequence of (1) is that a Boolean function f: Bn 

→ B, where B is a carrier of 2m elements, is 
uniquely determined by a truth table or map partially representing f for the restricted domain {0, 1}n which is a 
strict subset of the complete domain Bn. Such a representation needs 2n table or map cells. The complete function 
table of f (which covers the complete domain Bn, and hence requires (2m)n = 2mn table lines or map cells) is 
neither warranted nor needed. In fact, such a complete table should be avoided. Not only does it require tedious 
work, but it also poses a problem of checking consistency in its Bn/{0, 1} n part. 

It is customary to name the elements of B in terms of a minimum number of abstract variables   Y = (Y1, Y2, 
…, Yk). Usually the elements of B are taken as the elements of the free Boolean algebra FB(Y) = FB(Y1, Y2, …, 

Yk). FB(Y) is isomorphic to the Boolean algebra of switching functions of k variables, and has 22
k

 elements. 

This method works directly when m = 2k. It is also applicable when 2k-1< m < 2k, provided that certain 
constraints are added to nullify some atoms of FB(Y), i.e., some mini-terms of the switching algebra isomorphic 
to FB(Y). 

The first two Boolean carriers are B2 = {0, 1} and B4 = {0, 1, a , a }. Let us temporarily jump to the fourth 
Boolean carrier B16 = FB(a, b) whose elements constitute the hypercube lattice shown in Fig. (1). This carrier has 

4 atoms bababa ,, and ab  which constitute the 4 dimensions of the hypercube. Now, if one of these atoms is 

nullified (e.g., if we set ba  to 0), the hypercube in Fig. (1) loses one of its four dimensions, and collapses into 
the cube of Fig. (2), which constitutes the third Boolean carrier B8. Similarly, FB(Y1, Y2, Y3) can be used to 
represent B256 directly, or to represent B32, B64, B128 with 3, 2, and 1 atomic constraints respectively. 

We now consider the question: What is the natural map for f (X) : Bn 
→ B, with B having 2m elements 

where 2k-1< m ≤ 2k. The restricted input domain for this function is {0, 1} n representing only the bivalent values 

of X = (X1, X2, …, Xn). The entries of the map could by any of the 22
k

 switching functions of Y  = (Y1, Y2,…, Yk), 

with possible ORing with don’t care terms representing the nullified atoms when m < 2k. The map described this 
way is nothing but the Variable-Entered Karnaugh Map (VEKM) typically used to represent an incompletely-



Ali Muhammad Ali Rushdi and Motaz Hussain Amashah 
 

 

62 

specified switching function f(X;Y): {0, 1}n+k 
→ {0, 1} using n map variables X and k entered variables Y [8, 10-

13]. 

Note that instead of a conventional map representation of the switching function of  (n+k) variables (X; Y) 
as f (X; Y) {0, 1}n+k → {0, 1} which has constant {0, 1} entries , a VEKM divides the input variables into n map 
variables X and k entered ones Y, and therefore represents the function f(X): {0, 1}n 

→ {0, 1} k with variable 
entries  belonging to FB(Y). Therefore, a VEKM is the “natural” map for representing f(X): Bn → B where B has 
2m elements and 2k-1< m ≤ 2k. In other words, the VEKM is the natural map for a Boolean function f(X), since its 
input combinations is the restricted domain of f and its entries cover the range of f. An attempt to represent a big 
Boolean function via a conventional Karnaugh maps (CKM) should be discouraged. Such a representation is a) 
less efficient, as it produces significantly larger maps, and b) conceptually misleading, as it inadvertently shifts 
symbols used in describing the output of a function into extraneous inputs, and at the same time conceals the 
actual nature of this output by reducing it into a bivalent form. 

A conventional Karnaugh map is conceptually meaningful however, for solving a switching equation 

involving the function f (X; Y): B2
n+k → B2, when it is required to express a set of dependent switching variables 

X in terms of a set of independent switching variables Y [14]. 

 
Fig. (1). A lattice indicating the partial ordering among the 16 elements of B16. 
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Fig. (2). The lattice in Fig. (1) when collapsed under the condition a b = 0. 
 

3. VEKM Derivation of Parametric Solutions 
 

Brown [1, 2] proved that n parameters are sufficient to construct a parametric general solution of an n-
variable Boolean equation g(X) =1, where g: Bn → B. He proposed a procedure for constructing such a solution 
using the fewest possible parameters, p1, p2, …, pk, which are elements of B, where    k ≤ n. We adapt this 
procedure of Brown into a VEKM procedure as follows: 

1. Construct a VEKM representing g(X). Such a construction is achieved via a Boole-Shannon tree 
expansion [11-13]. If the original Boolean equation is in the dual form f(X) = 0, then construct a VEKM for f(X), 

and complement it cell-wise [15] to obtain a VEKM for ).()( XgXf =  

2. Expand the entries of the VEKM of g(X) as ORing of appropriate atoms of the Boolean carrier B, or 
equivalently as a minterm expansion of the free Boolean algebra representing B. 

3. If certain atoms of B do not appear at all in any cell of the VEKM for g(X), then these atoms must be 
forbidden or nullified. Such nullification constitutes a consistency condition for the given Boolean equation. 

4. Construct a VEKM for an associated function G(X1, X2, …, Xn; p1, p2, …, pk). This VEKM is deduced 
from that of g(X1, X2, …, Xn) through the following modifications: 

a) Each appearance of an entered atom in the VEKM of g is ANDed with a certain element of a set of 
orthonormal tags of minimal size. Table (1) gives examples of such sets as a function of the number of cells in 
which an atom appears. An orthonormal set consists of a set of terms Ti, i = 1, 2, …, k, which are both 
exhaustive (T1∨ T2∨ …∨ Tk = 1) and mutually exclusive (Ti Tj = 0 for        1 ≤ i < j ≤ k ). 

b) Each nullified atom is entered don’t care in all the VEKM cells. 
5. The parametric solution is  

X i = The sum (ORing) of the 2n-1 cells constituting that half of the VEKM in which X i is asserted     
( X i = 1),     i = 1, 2, …, n.                       (4) 

6. Apply an appropriate VEKM minimization procedure [11-13] to recast (4) in a minimal form. 



Ali Muhammad Ali Rushdi and Motaz Hussain Amashah 
 

 

64 

Table (1). Minimal orthonormal sets of tags attached to instances of each atom depending on the number of cells in which it appears 
(Each orthonormal set consists of exhaustive and mutually exclusive terms). 

The No. of 
cells in which 

an atom 
appears 

A set of orthonormal tags of minimal size  

The 
minimum 
number of 
parameter
s required  

1 { 1 } 0 

2 { 11, pp  } 1 

3 { 21211 ,, ppppp  } 

4 { 21212121 ,,, pppppppp } 
2 

5 { 321321212121 ,,,, pppppppppppp  } 

6 { 3213213213212121 ,,,,, pppppppppppppppp  } 

7 { 32132132132132132121 ,,,,,, pppppppppppppppppppp  } 

8 { 321321321321321321321321 ,,,,,,, pppppppppppppppppppppppp } 

3 

 
4. A Big Boolean-algebra Illustrative Example 

 
 Let us apply the present method in terms of a VEKM representation to find the parametric general 

solution of an equation of the form g(X1, X2, X3) = 1, where g is a Boolean function            g:316B → B16 and B16 

is the Boolean carrier of 16 elements shown in Fig. (1). Note that the complete input space of g consists of 163 = 
4096 combinations of X, but g is uniquely defined by the values assigned to it on only 8 combinations of X, 
namely those belonging to {0, 1}3.  Let g be given by the formula  

g (X)  =  1321212121321 =∨∨∨∨ XXXaXXbaXXbaXXabXXXb .          (5) 

 Equation (5) has been solved by Brown [2]. His first step is to expand g not only with respect to the 3 
variables X1, X2, and X3 but further with respect to the “constants” a and b thereby producing a 5-variable 32-cell 
Karnaugh map. In our present procedure, however, we expand g only with respect to the true variables X1, X2, 
and X3, thereby representing g by the 8-cell VEKM in Fig. (3) which has X1, X2, and X3 as map variables and has 
a and b as entered “variables”. Since a and b are actually constants, this VEKM is a natural map for g. Now, Fig. 
(4) shows each of the entries of the map of g in Fig. (3) being expanded as ORing of appropriate atoms of B16, or 
equivalently as a sum of certain minterms of  FB(a, b). Out of the 4 atoms of B16, three atoms, namely, 

,, baba and ab  appear somewhere in the cells of the map of Fig. (4), while the fourth atom (ba ) does not 

appear at all therein. This means that the atom ba  is nullified or forbidden ( 0=ba ). In Fig. (5), the function 
g(X1, X2,  X3) is replaced by an associated function G(X1, X2, X3, p1, p2), where each appearance of an entered 
atom in Fig. (4) is ANDed with a certain element of a set of orthonormal tags of minimal size (See Table 1). The 

atom  ba  appears in 4 of the 8-cells of the map in Fig. (4), so each of these 4 appearances is tagged with a 

particular element of the orthonormal set { 21212121 ,,, pppppppp }, respectively. The atom ab  appears in 
3-cells of the map of Fig. (4), and hence each of these 3 appearances is ANDed with its own tag selected from 

the orthonormal set { 21211 ,, ppppp  }. Finally, the atom ba  made its appearance 3 times in the cells of the 

map of Fig. (4), and utilized a set of orthonormal tags equivalent to that of the atom ab . In assigning tags to 
various instances of various atoms, slight simplifications are achieved if adjacent tags are located in adjacent 
cells whenever possible. The map in Fig. (5) is now completed by adding the nullified atom (ba ) as a don’t-
care entry in each of the 8-cells of the map. 

Now, the parametric solution can be readily deduced from Fig. (5). For i = 1, 2, and 3, the variable Xi is 
equal to the sum (ORing) of the 4-cells constituting half of the map for which Xi is asserted, i.e., for which Xi = 
1. This means that  
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X1 = )(21212121 badppbappbappbappba ∨∨∨∨ ,                 (6a) 

X2 = )(21212121 badppbappbappabppab ∨∨∨∨ ,                  (6b) 

X3 = )(211212121 badppabpbappbappbappba ∨∨∨∨∨ ,             (6c)  

The expressions (6) can be minimized by any algebraic or map method, such as the VEKM minimization 
procedure in [11-13]. Due to space limitations, we do not elaborate on this procedure herein, though we give the 
reader a glimpse of its details in Fig. (6) and Fig. (7). Each of these two figures shows pictorially and succinctly 
how the VEKM minimization procedure achieves minimal expressions for X1, X2, and X3. These minimal 
expressions are  

X1 = ,1bp                  (7a) 

X2 = )(1 bap ∨ ,                                             (7b) 

X3 = apppbp 1212 ∨∨ ,                              (7c)  

In the general solution (7), the two parameters p1 and p2 are independently chosen elements of the underlying 
Boolean algebra, i. e., of the B16 carrier in Fig. (1) that collapsed into a B8 carrier in Fig. (2). Since each of p1 and 
p2 can assume one out of eight possible values, the total number of combinations of values for p1 and p2 is 82 or 
64 values. This number is an upper bound on the number of particular solutions of Equation (5). The actual 
number of particular solutions of Equation (5) is strictly less than this upper bound, since there are different 
combinations of (p1, p2) that produce identical particular solutions of Equation (5). For example, each of the 
parameter assignments (p1, p2) = (0, 0) and (p1, p2) = (0, b) produces the particular solution (X1, X2, X3) = (0, 0, 
a ). 

 

a  b  ba  ba  

 

ab  ba  ba  

 
 

g (X1,, X2,  X3) 
Fig. (3).  A natural map representation of the Boolean function g given by (5). 

 

abba ∨  baba ∨  ba  ba  

 

ab  ba  ba  

 
g (X1, X2, X3) 

Fig. (4). Entries of the map for the function g in Fig.(3) expanded in terms of atoms of B16 or minterms of FB(a , b). 

X3 

X2  ab 

X1 

X3 

X2 
ab 

X1 
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Fig. (6). VEKM expression of the parametric solution. 

 

 
 

Fig. (5). Each appearance of an entered atom in Fig.4 is ANDed with a certain element of a set of orthonormal tags, while the atom 

ba  that appears nowhere in Fig. 4. is entered don't care. 
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Fig. (7). An alternative VEKM expression of the parametric solution. 
 
 

5. Direct Derivation of Particular Solutions 
 

 Any particular solution is obtained by randomly retaining a single instance of each of the entered atoms 

in the map of Fig. (3). Figure (8) shows the case where the atom ba  is retained in the  321 XXX   cell, the 

atom  ab   is kept in the  321 XXX  cell, and the atom  ba  is retained in the  321 XXX   cell. Note that the 

atom  ba   was not entered in Fig. (3) and hence is not retained in Fig. (8). 

 As stated earlier, the consistency condition is 0=ba , which means that the atom ba   is a forbidden 

or cannot – happen entity, and hence it appears don’t-care in each cell of Fig. (8). In the particular solution 
obtained, the value of the Xi variable is the disjunction of entries in the Xi half map, augmented by a don’t-care 

ba , i.e., 

 X1 = abadba =∨ )( ,                                      (8a) 

X2 = babadbaab ∨=∨∨ )( ,                    (8b) 

X3 = bbadab =∨ )( .                  (8c)  

 The number of particular solutions for this case = 3 x 3 x 4 = 36, a number which is well below the 
upper bound of 64.  
Brown [2, pp. 192-193] obtained a particular solution using a 5–variable Karnaugh map representation in which 
 he used the parameters a and b as extra map variables. His solution is similar to the present one, with 

the exception that he did the equivalent of   randomly adding the forbidden atom  ba  to the cell 321 XXX .  

Therefore, he obtained the particular solution  

X1 = ababa =∨ ,                              (9a) 

X2 = baab∨ ,                                              (9b) 

X3 = bbaab =∨ ,                                           (9c)  
 which is not different from (8) if the consistency condition is invoked . However, the freedom of adding 

ba  arbitrarily asserted to one of 8 cells produced the erroneous prediction of 388 particular solutions [2, p. 
192], an overestimation by a multiplicative factor of 8, and also a violation of the pertinent upper bound. 

 In general, the number of particular solutions for any big Boolean-algebra equation g(X)=1 can be 
obtained by drawing the natural Karnaugh map for g(X) and observing the number of times each entered atom of 
g(X) makes its appearance in the cells of the map, i.e., 
Number of particular solutions = 

П (Number of times an atom appears in the map of g(X)),    (10) 
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 where the product operator (П) in (10) runs over every entered atom in the map of g(X).  
If desired, a complete listing of all particular solutions can be obtained in a variety of ways such as (a) 
exhaustively and directly enumerating particular solutions by repeatedly following the strategy of this section, i. 
e., by noting every instance in which each entered atom is retained once in the natural map of the function g, (b) 
assigning independent values to the parameters in a parametric general solution, and (c) expanding a tree of sub-
cases for a subsumptive general solution [1, 2, 8, 10]. 
 Table (2) explicitly lists all the particular solutions of the equation g =1 in (5). These solutions are all 
the valid solutions (and nothing else) produced individually without any kind of overlapping or repetition. For 

each of these solutions g can be shown to equal ba ∨  which is 1 according to the consistency condition 

( 0=ba ). However, Table (1) is not the recommended form for a solution representation since it details a large 
number of solutions and obscures regularities in their form.  

 

)( badba ∨  )( bad  )( bad  )( bad  

 

)( badab∨  )( bad  ba  

 
 

Fig.(8). Pertaining to the derivation of one particular solution. 
 

Table (2). Listing of  particular solutions of equation (5): 
X1 X2 X3 X1 X2 X3 

0 0 a  ba  0 a  

0 0 b  ba  0 b  

0 b  a  ba  b  a  

0 b  ba ∨  ba  b  ba ∨  

0 b  b  ba  b  b  

0 b  1 ba  b  1 

a  a  0 b  a  0 

a  a  a  b  a  a  

a  a  ba  b  a  ba  

a  a  b  b  a  b  

a  ba ∨  0 b  ba ∨  0 

a  ba ∨  b  b  ba ∨  b  

a  ba ∨  a  b  ba ∨  a  

a  ba ∨  ba ∨  b  ba ∨  ba ∨  

a  ba ∨  ba  b  ba ∨  ba  

a  ba ∨  a  b  ba ∨  a  

a  ba ∨  b  b  ba ∨  b  

a  ba ∨  1 b  ba ∨  1 

X3 

X2 

)( bad 
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6. Conclusions 
 
 This paper presents a new method for obtaining the most compact form of the parametric general 

solution of a system of Boolean equations. The method is based on the use of the variable-entered Karnaugh map 
and hence is an effective combination of mapping and algebraic methods. The method starts by reducing a 
Boolean system of equations into a single equation of the form g(X) = 1, expressing g(X) in appropriate VEKM 
form and then modifying this VEKM by augmenting its atomic entries by appropriate elements of sets of 
orthonormal tags which are products of the parameters used. The method then proceeds by constructing small 
VEKMs for the pertinent variables X. Each of these latter functions is an ISBF that appears in a form suitable for 
VEKM minimization. The technique proposed herein is not restricted to two-valued Boolean algebras as clearly 
attested to by the illustrative example in Section V. As an offshoot, the paper contributes some pictorial insight 
on the representation of “big” Boolean algebras and functions. It also predicts the correct number of particular 
solutions of a Boolean equation, and produces a comprehensive list of particular solutions. 

The concepts and method developed herein can be utilized in various application areas of Boolean 
equations [1-10, 16]. In particular, an automated version of the present Boolean-equation solver can be applied in 
the simulation of gate-level logic. However, such an application must handle the incompatibility between the 
lattice structure of ‘big’ Boolean algebras, which are only partially ordered, and multi-valued logics, which are 
totally ordered [17]. The ideas expressed herein can also be incorporated in the automated solution of large 
systems of Boolean equations [18]. They can also be extended to handle quadratic Boolean equations [19], 
Boolean ring equations [4, 5, 20], and Boolean differential equations [21]. 
 
List of Symbols 
n  number of input variables X for a Boolean function f(X). 
m  cardinality of the set of atoms of a Boolean algebra B. 
k minimum number of symbols used in a free Boolean algebra to represent the elements of a Boolean 
carrier B. 
A/B the set difference of sets A and B = { X | X ∈  A, X ∉  B}. 
X  an n-tuple (X1, X2, …, Xn ) of  Boolean variables  Xi ∈  B. 
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  صفحة
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 ).الملخص العربي( قود الأرضية فى المملكة العربية السعوديةالمخاطر البيئية للتربة والمياه تحت السطحية لخزانات الو 

  ٩ ..................................................................  ابراهيم صالح السلامة، و شريف عبد الفتاح الخولي

 ).الملخص العربي( نظام تدوير يستخدام محرك حثى سداسي الأطوار التحكم المباشر فى العزم فى

  ٢٥ ..................................................سراج الدين أبوشادي، و خالد المتولي،  أسامة محجوب،شريف زيد

 ).الملخص العربي( تحكم عن طريق زاوية إطفاء الجهد في المولد الحثي المربوط بالشبكةال

  ٤٦ ................................  محمد مناور شيسميع عبد الحليم، و محمد عبد السعبد الرحمن بن فهد المرشود ، 

 ).لعربيالملخص ا( الوامضة الكواشف لإشارات الرقمية والبرمجية الإلكترونية للمعالجة ستيفائيةالا المويجات توظيف
  ٥٧ ..................................................................................السيد محمود و ،أبوشوشة أشرف

 ).الملخص العربي( حلول عامة معلمية للمعادلات البولانية باستخدام خرائط كارنوه متغيرة المحتويات

  ٧١ ................................................................معتز بن حسين عماشة، و علي بن محمد على رشدي
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 )هـ١٤٣١محرم  / م٢٠١٠يناير  ( بالإنجليزية٧١-١، ص ص )١(عدد ل، ا)٣(د لاقصيم، ل، جامعة االهندسة والحاسبوم لة علمج
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