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ABSTRACT. When designing and constructing highways or momeeg@ly any super structures on
dune sands type of soil, it is essential to make shat the foundation soil is stable and provigesd
support to the applied loads. Dune sands soikiaog/n to spread in huge areas throughout the kimgdo
of Saudi Arabia in which thousands of miles of nea&ds and highways are being constructed every
year. Replacing such kind of weak soil is not aoneenically feasible alternative since it is venstty
besides, the replacement soil is not always availe@bnearby sites. This study discusses the pitigi

of dune sands soil stabilization using Portland enas the stabilizing agent. Various ratios of esm
content mixed with dune sands are used to exarhméntprovement of engineering properties of dune
sands in terms of strength characteristics, andrsteength parameters. The results indicate tixhgn
dune sands with cement stabilizing agents wouldénice the engineering properties of treated Kad.
determined that the cement stabilization of dumelsamproves the strength characteristics of thatéd

soil so that it becomes usable as a base materieddds construction and proper foundation mdtira
other types of super structures. It was also deteminthat a cement content more than 9% may not
probably cause any additional improvement for thbiized soil. A suggested relationship is introeld

to predict the values of initial tangent elasticdulois for such type of cement-treated dune sands.

Key words: Dune sands, Cement stabilization, soil improvement, Shear Srength Parameters.
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1. INTRODUCTION

Saudi Arabia as many of the Gulf countries has egsed extensive development
programs and urbanization in the last few decade¥hese unprecedented
construction activities throughout Saudi Arabia luded constructing an
internationally recognized network of highways &ve the newly developed areas
of the kingdom. Thousands of miles of new roadghWways and airport runways are
being constructed every year in addition to nevdyedoped societies and cities. All
these activities revealed some constructional prablwhich have been attributed to
the poor quality of soil profiles in these areasvas found out that the soil profile in
such areas consists mainly of thick layers of fimemedium, non-plastic, wind-
blown sand deposits, known as dune sands. Thisdypeil is usually characterized
with its poorly graded fine grained materials witlw bearing capacity and shear
strength. These properties encouraged researchdrer@ineers to investigate the
possibility of improving these deposits throughbdiaation techniques.

In Saudi Arabia, sand is the predominant type dfesdsts almost in all soil
profiles, particularly at the shallow levels. Thandy soil usually exists in two
forms; dune sand and beach sand; both of which are somewhat Aeolian in nature [1].
These Aeolian deposits have an excess of fineszistlin a rather loose state and
are often mixed with soluble salts that act asraarging agent. This soil also has
high potential to collapse due to the nature ofetdure and grains structure. The
shallowness of the groundwater alters the comgiisgiof this soil and can lead to
fines migration and cause instability problems. Thigh variation of this sail
strength and compressibility leads to the possjbdf differential settlement under
loads. Some of the problems which resulted fromnéiing on such soil layers have
been reported in the literature. As reported in §d [2], the formation of
depressions zones and settlements in newly comsttumads. Other typical
problems associated with the abundance of sandddrand semi-arid areas can be
summarized as continuous sand movement, and grsuridce erosion and dust
clouds [3]. The continuous movement of dune sawmds¢d or rain blown, causes
abrasion for existing structures and blockage reess and highways [4]. This sandy
soil cannot be used as a foundation material iim tfegural condition due to its loose
structure and vulnerability to collapse upon wettjh]. For the same reasons, these
soils are not suitable for construction of landiilers and covers. However, when
improved, they can be utilized in many applications

Stabilization of such soils has become a trend dews and several
stabilization alternatives have been tried overldst few years. Mixing of desert
sands with other materials such as natural classtomite, cement-by-pass dust and
incinerator ash were found to improve the sand gntigs so that it can be used to
support structures and road constructions Téle improvement in engineering
properties of cement-treated soils is believed @¢onminly due to the
hardening of cement in the presence of moistureextehsion of curing

period [7].Results of stabilizing of fine sand with industrigy-products such as
ground-granulated blast furnace slag, low-calcidypnash and meta-kaolin were
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reported in [8]. Miller and Azad [9] conducted ddmatory study to investigate the
influence of soil type on stabilization with cemédilh dust. The study revealed that
increases in the unconfined compressive streng@SjUof soil occurred with the
addition of CKD. Increases in UCS were inverselppartional to the plasticity
index (PI) of the untreated soil. Baghdadi and Raii0] presented the effects of
cement kiln dust (CKD) on the geotechnical progsrtof dune sand. In their study,
sand was stabilized with various mix proportiond #me geotechnical properties of
the stabilized sand were investigated. The reslitsined for the maximum dry
density, optimum moisture content, unconfined caapive strength and CBR
showed that the stabilized soil can be utilized base materials in highway
construction. Peethamparana et al. [11] investij#te influence of chemical and
physical characteristics of cement kiln dusts (CKDs its suitability for soil
stabilization through investigating various samptes soil/lCKD mixture. They
concluded that both the compressive strength aatketinperature of hydration of the
CKD mix can give early indications of the suitatyiliof particular CKD for soil
stabilization. Zhiming and Herrera [12] conductedextensive laboratory and field
testing program to evaluate the effectiveness ahere kiln dust (CKD) as a
stabilizer for a limestone base material. The tesoif this study showed that CKD
has promise to be a good stabilizer for the baserakif it is used properly. The
comparative performances of CKD and other traditiostabilizers such as lime,
cement, and fly ash were also investigated duradgidatory and field testing. The
unconfined compressive strength (UCS) increasedtantially when the dosage of
CKD was increased. The dynamic modulus also ineasubstantially with
addition of CKD. Conductivity and colorimetry testalicated that sulfate content
increased with the added amount of CKD. A low sty value of CKD-stabilized
base materials indicated that they cannot be usebaakfill material. The field
pavement evaluation indicated that the lime-staédli section exhibited the highest
modulus, followed by the CKD-stabilized section.

AL-Abdul Wahhab et al. [13] conducted an experiraéptogram to evaluate
the feasibility of using blends of dune sand--carsfines that were stabilized with
emulsified asphalt in low volume roads in SaudilAaa They stated that dune sand
treated with emulsified asphalt alone was weakarstable. However, the addition
of crusher fines and Portland cement improved thepmoperties significantly.

It can be noticed from this published literaturattthe research interest was
devoted mainly to investigate the improvement ia tharacteristics of stabilized
dune sands regardless of the loading conditionsveder, practically wise when
saturated cohesionless soils are loaded; the fasgpmication of load affects its
general behavior and the resulting deformatiohéfloads are applied slowly; any
induced pore water pressure will dissipate as taslihg progresses. However,
under quick loading conditions the opposite occtirs;induced pore water pressure
increases and may actually cause sudden failusgudtures. Thus when simulating
these conditions in the laboratory, the soil engiimg properties and strength
characteristics of interest are those developeémmddrained conditions. Examples
of quick loading conditions include; blast loadiwghin soil deposits and dynamic
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loads due to earthquakes within the soil body,whbich ground accelerations may
be very high but of very short duration. Under mgeheral earthquake loading
conditions; cohesionless soils would be in undmioendition during loading and

the stress/strain applications will be of cyclidura. These undrained conditions
may be simulated in the laboratory using the Tahloading tests which will be

used herein to investigate the potential improvanierdune sands characteristics
due to stabilization techniques. Portland cementsed in the current study since it
has proven to be an efficient stabilizing agertiproving the inferior properties of

sandy soils.

2. METHODOLGY

2.1 Tested Soil

The soil samples used for the current study arectel from local sites and are
identified as uniformly graded white dune sandse Ttecessary laboratory tests
were conducted on the soil in order to determirse plhysical and engineering
properties. It was determined that according toUlS€S classification system, this
soil is classified as SP (poorly graded sand) ammdraing to AASHTO system it is
classified as A-1-b. In addition, standard compmactiests were conducted on
samples of the sand and it was determined thamntbémum dry density (MDD) is
18 KN/t at optimum moisture content (OMC) of 9.91 %. Tafdlg shows average
values of the main physical and engineering prigexf tested soil while Figures.
(1) and (2) show the particle gradation and thepation curves for the tested soil.

Table (1). Summary of the physical properties of ta tested dune sands.
Physical and Engineering Properties

Classification of soil White, poorly graded sand (SP)
Specific gravity, Gs 2.67
Dry density (KN/m3)
Ya Max 18.0
Ya Min 15.65
Void ratio (€) max 0.7

Void ratio (€) min 0.48
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2.2 Preparing Samples and Testing Procedure

The objective of the current study is to investgtite effect of cement stabilization
on the strength characteristics of dune sands $ail. achieve that goal, a
comprehensive Triaxial testing program is proposetilizing the typical
consolidated undrained conditions. The testing fwg aims to evaluate the
strength of selected samples of stabilized dundssander a constant pore pressure.
A back pressure (U) is applied during the testsrdaer to maintain 100% saturation.
The value of (U) is kept constant during the logdimhere the deviator stress is

increased until the failure is reached; this proceds repeated for differenoy).
Different mixtures of sand with cement are prepangith cement content of 5%,
7%, and 9% by weight.

The mixture is prepared in dry conditions and tHemwater is added to the
mix carefully. Mixing with water must be carefulbpserved, because there is a risk
that the addition of water needed for hydration anthpaction will wash the fine
cement particles downwards through the permeabts madune sands. This would
result in an inhomogeneous strength, or in othedsjcan excessively strong lower
layer and a virtually unstabilized upper layer.sTtisk can be averted by adding the
water to the soil before mixing in the cement. Rrem the mixture this way allows
for cement hydration and mixture compaction; wlaléhe same time observing the
homogeneity of the sand-cement mixture. The usedepéage of water is chosen
based on preliminary tests where the mix workabibtimportant. Compaction of
cement treated soil must follow mixing stage asnsa® possible, and certainly not
more than two hours later because of the initiahexat hydration reaction. Any
source of water may be used, but sulphate-rich msiteuld be avoided. The
mixture is properly cured for three days beforepprang the test samples. Curing of
cement treated soil is conducted to avoid the édssoisture before gaining mixture
strength. It was found that the strength of censtalbilized soil increase marginally
with time of curing, but after 28 days should narihconsideration in design.

The Triaxial test samples are prepared accordingA®TM standards.
Samples size is 35.5 mm in diameter and 71 mmighhand they are compacted in
the split mold in three equal layers to reach tbsiredd density. The samples are set
up in the Triaxial chamber; and a cell confining pressure of 40 kPa is applied. The
sample is allowed to reach saturation (within 24irep Drainage valves are then
opened and the confining pressure is increaseletaésired value. The sample is
allowed to consolidate under this confining pressor 24 hours. Upon completing
the consolidation stage, the desired value of lpmeksure is applied, which is kept
constant during the test. The sample is then loadean axial strain rate of 0.3
mm/min, with full sample drainage permitted. Thedigs of axial load, axial
displacement, and volume change are recorded cmnsty up to the sample
failure. The recorded data are then analyzed; dfleshearing strength parameters
and the necessary plots are prepared. Table (& methe details of the conducted
testing program.
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Table (2). Conducted testing program on the cemeriteated sand.

Testing Back Pore Water Confining Pressure Cement Percent
Series Pressure U (kPa) o, (kPa) (%)

| 100 400¢300¢200 5

I 100 400¢300¢200 7

I 100 400300200 7

3. RESULTS AND DISCUSSION
The resulted data of the testing program which lagecin discussed included

deviator stress at failur@g, initial modulus of elasticity (f, softening modulus of

elasticity (Ep), reference stressoff and the shear strength parametésand (C)
(drained and undrained values).

3.1 Experimental Results

Figures (3) — (5) show typical results of the Ti@xesting program in the
form of p-q curves, total Mohr's circles, and voletmic change behavior of the
cement stabilized dune sands at various confiniegures.

2000

—4—0c=200kPa —ag a0
1800 1 «=38.81"
—&—0c=300kPa

1600 §{ | —®—oc=400kPa

1400

1200

q, kPa

1000 1

800 1

600 1§

400 1

200 1§

0 400 800 1200 1600 2000 2400 2800 3200 3600 4000

P(total), kPa
Fig. (3). pq curve for stabilized dune sands at vaous confining pressure (9% cement).



Awad AlKarni and Sherif M. EIKholy

3600 1
3400 4| —— A (oc)=200 kPa
3200 | ——B(oc)=300 kPa
3000 4| ——c(oc)=400 kPa
2800 1
2600 7
2400 §
2200 §
2000 3
1800 3
1600 §
1400 §
1200 §
1000 §
800 J
600 3
400 3
200 3
0:||||I||||I||||I||lllllllllllllllllllll'I'llllll
0 400 800 1200 1600 2000 2400 2800 3200 3600
Normal stress, kPa

50.05 °

Shear sress,kPa
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0.06 1

1 | —®— Pc=200kPa
0.05 1 | —® Pc=300kPa
—&— Pc=400kPa

0.04 1

0.03 1

dviv

0.02

0.01 1

R A ——

-0.01

-0.02

Axial Strain , %
Fig. (5). Volumetric change behavior of cement stalived dune sands (9% Cement).
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3.2 Characteristics of Stabilized Dune Sands

From these results, the characteristics of thellztedh dune sands are presented in
the following tables. Tables (3) — (5) show theutes] values for these parameters
for the three prepared cement-sand mixtures of B%,and 9% at different values
of confining pressure and constant back pressurg06fkPa. Tables (6) and (7)
show a comparison of these values at the threesamént mixtures.

Table (3). Test results of cement-sand (5%) at défent confining pressure and constant back pore
water pressure U = 100 kPa.

P, [of']

«p) (kPa) E E, fo(kPa) A a ) ) C

200 1261.2851 818.5 191 1725

300 1530.335 954.93 14.23 1820 33.62 32.8 40.9r 40.69 120

400  2023.2259 1548.5 91.96 2230

Table (4). Test results of cement-sand (7%) at défent confining pressure and constant back pore
water pressure U = 100 kPa.

Pc (kPa) ous(kPa) E E, (kfF‘;a) A o ® o c

200 1604.8 958.33 33.3 1755

300 1911.7 1166.7 37.3 2070 3252 3¥F 40.7 40.8 195

400 2339.6 2000 37.03 2480

Table (5). Test results of cement-sand (9%) at défent confining pressure and constant back pore
water pressure U = 100 kPa.

Pc

Py  Oe(kP) E E, fokPa) A a ) ) C

200 1965.3 1000 185 2570

300 2541.4 1125 175 2980  38.8r 38.2 50.6° 50° 140

400 3350.3 2000 125 3645
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Table (6). Comparison of sand-cement mixture charaeristics at different percentages of cement.

% of O, O4
cement (kPa) (kPa) Ei E fo
200 1261.3 818.5 191 1725
300 1530.355 954.93 114.23 1820
5%
400 2023.226 1548.5 91.96 2230
200 1604.8 958.33 33.3 1755
300 1911.7 1166.7 37.3 2070
7%
400 2339.8 2000 37.03| 2480
200 1965.3 1000 185 2570
300 2541.4 1125 175 2980
9%
400 3350.3 2000 125 3645

Table (7). Comparison of sand-cement mixture strertf characteristics at different percentages of

cement.

% of cement| a a ) (o) C
5% 33.62 32.8 40.9 40.7 120
7% 32.52 33 40.7 40.5 195
9 % 38.81 38.2 50.6 50 140
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Figures (6) — (8) show the variation of the deviatives0, with axial strain

at different values of confining pressuf@ for the stabilized soil. Figure (9) shows
a comparison of deviator stress variation with lagteain for different percentages

of cement stabilizer at a confining pressure of kP@ and a back pressure of 100
kPa.

2500

- —&— Gc=200kPa
—i— G¢=300kPa
—A— G6¢c=400kPa

2000

1500

1000

Deviator Stress , kPa

500

Axial Strain , %

Fig. (6). Variation of deviator stress with axial srain for cement-sand mixture (5%) at different
values of confining pressures,
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Fig. (7). Variation of deviator stress with axial srain for cement-sand mixture (7%) at different

values of confining pressures..
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values of confining pressurasc .



14 Awad AlKarni and Sherif M. EIKholy

4000 1

] —&— 5% Cement
3500 1 ==7% Cement

== 9% Cement

3000 -
2500 -
2000 -

1500 1

Deviator Stress , kPa

1000 1

500 -

Axial Strain , %
Fig. (9). Variation of deviator stress for variouscement-sand mixing percentages.

The experimental results of the tested cementlstathidune sands clearly
show that the behavior of dense sand soil notadhimiose poorly graded dune sands.
The strength characteristics of the soil improvednthtically due to cement
stabilization.

Looking at the results presented in Tables (3)): one can find out that
there is some kind of relationships among the gtiercharacteristics of the
stabilized soil. Figure (10) shows the variationfaifure deviator stress with the
confining pressure for the three cement contentgragages (5%, 7%, 9%). While
Figure (11) shows the variation of failure deviastmess with the change in cement
content percentage in the stabilized soil at tHgemint confining pressure and
constant back pressure. Figure (12) shows theti@riaf initial tangent modulus
with the variation of confining pressure at constaaick pressure; noticing that the
confining pressure as well as the initial tangeotioius are normalized by dividing
them by the atmospheric pressure (102.3 kPa).
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Fig. (12). Variation of failure deviator stress vdhe change in cement content %.

From Figure (12); it may be noticed that the variation of initial tangent
elasticity modulus with confining pressure did radtange between 7% and 9%
cement contents. This means that increasing thesmerontent more than 9%
would probably not cause any more increase in thidgali tangent modulus.
Therefore, it can be used to introduce the follgMuggested equation to describe
the relationship between them with a correlatiostda R = 0.9 (implying a strong
correlation).

This equation can be used as a preliminary predicior the values of E
which can be used for the purpose of preliminaigiteand settlement calculations
for this cement percent and should be checked iftarent mixtures with different
types of dune sands.

4. CONCLUSIONS

The results of the testing program clearly show thea engineering properties of the
dune sands soil improved considerably due to séaiyl with cement material. The
deviator stress as well as volumetric change behasliows similarity to those
known for dense sand. The maximum deviator streg®ases with the increase of
confining pressure and the strength parametersuné dands improved the most
when mixing it with 9% cement. The resulted valoédriction angles ¢ and®)
are as high as those of the dense sand soil. Mereawvhesion intercept values
appeared; which also increases the shear strerfgtheocement stabilized soil.
These improved shear strength parameters would idevably reduce the
deformations and settlement under structures tepable and limited values and
will help in reducing and optimizing the thicknesfshase materials under roads and
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highways. The results also indicate that increashegcement content above 9%
may not probably improve the strength charactessthuch more. However, other
factors should also be investigated in order taréma its effect on the behavior of
the treated soil, especially the effect of chandghmgvalue of the back pore pressure
and the curing time before conducting the laboyatests in order to reach the
optimum treatment conditions. Moreover, the effettement stabilization on the
values of soil CBR and MR should also be inveséiddr. These factors will be
investigated and presented in future articles.
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ABSTRACT. This paper uses the perturbation method of mulp&es to obtain a closed form solution
for the reflectance of rugate filters. The compioteal speed of the method is orders of magnitugker
than that of others. This allows studying the eftedilter's profile modifications and gives ingigon the

effect of the parameters involved. In additionhiatt the method could be used to synthesis therapec
response of rugate filters.

Keywords: periodic structures, Optical waveguide filtersypled-mode theory, multiple scales analysis.
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1. INTRODUCTION

Rugate filters are used extensively as antireffactioatings. The usual procedure
of calculating their spectral response is to wilitheir stack counterpart. Thus
partition the filter’s profile to very thin laye@nd employ theABCD characteristic
matrix approach [1,pp.45]. As the number of pami§ increases the number of
multiplication required increases and thus a loognputational time is needed.
Methods proposed to alleviate this computation énrdéhave been proposed by
tackling the problem from periodic structure poaftview. In [2], coupled-wave
theory has been employed and gives results in agneewith the conventional
characteristic matrix method. The drawback of ajmglythis method is in using
unclearly justified approximations. In additionttwat, this method cannot easily be
adapted to consider modulating the sine-wave grofilth other slowly varying
functions. This paper uses one of the small angsittheories referred to as the
perturbation method of multiple scales to analylzes¢ types of filters. This is
indeed one of the five different methods discussef8] for the analysis of mode
coupling of two guided modes. The perturbation rdtbf multiple scales was used
in [4] to treat propagation of electromagnetic waue corrugated waveguides. Its
application to the present problem will not onlyegia fast and accurate method of
evaluating and assessing the spectral responsen ddrlztrary refractive index
profile, but also open the way forward for synthegj the spectral response, which
requires further exploration, however. In the negction, formulation of the
problem in terms of the perturbation method of ipldtscales is given. In Section
3, the incident and reflected interacting waves @eeved. Some examples and
validation of the method are presented in section 4

2. FORMULATION
The problem being considered is the propagatioplarie electromagnetic waves in
a medium whose relative permittivity varies peraadly with the depth of the

structure, assumed to be as shown in Figure 1. The outer face and sulestiat of
refractive indice$), andn,, respectively. The

X

n n(2) n

Fig. (1). Problem geometry.
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The wave equation governing the electric field d¢en derived from Maxwell’'s
equations and written as

PE-O0E+a y, &6 2E=0 1)

A normal incident z-directed plane wave is consdemwith EI@\X E, (2).
Substituting in Eq. (1) results in

0°E, +k*E, =0 )
where:

k2=a? u, &, & (2)

kK, =0 1, &, € (2) = EO n(z) 3

Here, n(z) is the refractive index of the rugaliefficonsidered here to take a general
form

or

nz)=n(1+0 sin (K 2))

Where g is the average unperturbed refractive indeis, the perturbation index and
K,is the wave number of the refractive index prodiieen by

4
K,=—n, (4)
A
A, is the designed wavelength or wavelength at whidik performance is expected.
Now k; in Eq. (3) can be casted in the following form

k, = k, n,(1+3 sin (K 2))
= k (1+6 sin (K 2)) )
The governing equation (2) is a homogenous secoher dlifferential equation with

variable coefficients whose solution is sought e perturbation method of
multiple scales.

3. WAVE INTERACTION EQUATIONS
The reflectivity or reflectance of a periodicallarying refractive index profile is
due to an interaction between incident and reftbetaves. The derivation here is
presented by expanding the field in powersdofn the form
Ec@@) = B?(2.2) +3EM (%,2) + ... (6)

Where g = z is a fast varying scale, and z 0 z, is a slowly varying scale.
Expressing the derivatives in terms qof and z by using the chain rule and
substituting in Eq. (2), then equating coefficiest®qual powers ad to obtain
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0 ()
2 0
9B L kE®=0 (7)
0z .
o Y
62 E @ 02 E 0)
— 5 +kEY = -2
0z 0z,0z,
Note that Eq. (7) corresponds to unperturbed systhose general solution is given

by

- k3 sin(K, z,)E,"” ®

EX(O) (o, 21) = A (2) e‘Jko % 4B (2) el Ko Zo (9)
Eq. (9) suggests propagation of two contra-directidgraveling waves. The
functions A(z) and B(z) are slowly varying functions representing the himges
of the incident and reflected waves, respectivdliiey are determined from the
solvability conditions of the first order problem.
By substituting Eq. (9) in (8), we obtain

62 Ex(l)
0 72

0o

+k2E" = j2k, (A(g)e > - B(z)e'*>) -

2
;_(} (ejKlzo —_ e_jKlzo)(A(Zl)e_jkozo + B(Zl)ejk"z") (10)

The primes denote differentiation with respect to zHad we attempted a

0
straightforward expansion (correspondingte— = 0), we would found that it

Z1
breaks down when the following resonance condisasatisfied
2k = Ky (11)

This is what is usually referred to as the Braggdition. However, it is not
necessary that this condition be valid exactlys isufficient if the phase j (2 k, -
K,) has a slow spatial variation. The nearness sonance is measured by a
detuning parameter, defined by

2k -Ki=da (12)
Finding a particular solution of Eq. (10) would lead to secular terms; i.€., solutions
that are proportional t(ioei'k0 * . This means tthx(l) would soon become greater

than E,© and, consequently, the perturbation expansion in (B for Ey is not
uniform and it breaks down. To eliminate the secular produt¢erms from the

right-hand side of Eqg. (10), we set the coefficsent eijk°z°equal to zero and
arrive at the following solvability conditions ftine first-order problem
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Invoking the solvability conditions in Eq. (9) remes

2
j2k, A'(z) +i2<—°j Bel@o~fn = o (13)
or
[ _ ko jaz
A'(z) = 4 B (14)
and
k2 -
- j2k, B'(z) —2—°j Ae GeIV% = 0 (15)
or
1 _ ko -joz
B'(z) = " Ae (16)

Equations (14) and (16) are first order coupledatiqus WichO as a coupling

coefficient. They can be solved using any standhifférential equations solver to
determine the amplitude reflection coefficiént which is the ratio of the backward-
propagating to the forward-propagating amplitudeowever, to obtain a closed
form formula for the reflectance, these two equwtioare decoupled by
differentiating equation (14) and substituting fré. (16). The result is a second
order differential equation given by:

. K
A"—jCIA'—(?o)Z A=0 (17)
Whose solution is given by

A(z) = e2” (C,e’n +C, %) (18)
B in equation (18) is given by

K a
p=) () - (2 @
4 2
The constants Land G are determined from the conditions imposed at the

boundaries of the filter. The solution for B(zan be obtained from Eq. (14), and
may be written as

4 a. g A\ g, . -ion
B(z) =, [-C.(B-]3)e’ +C, (B+]7)e]e " (o)

0o
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Actually there is no need to impose two conditibtmevaluate €and G since the
amplitude reflection coefficient is given by theioaof the backward propagating
wave to the forward propagating wave of Eq. (9).fihd the ratio of these two
constants, we take the condition at the filter-falbs interface at,z= L. The
reflection coefficient, as defined above, when ead at z L may be written also
in terms of filter's refractive index profile at= L and the that of substrate layer,
ie.,

_n(L)-ng _ B(5|—) pi2kL

L =T = (21)
%=L n(L) +ng ~ABL)
Upon using Egs.(18) and (20) into Eqg. (21) one aatain
K, O,
e, (Gror@-ides)
—_—= e (22)

C, Ko Oy KL
—>rg+(B+j)en
(v pri%et)
The amplitude reflectivity at any point down theusture can now be written as:
B(d ;
r(z,) = (02, elek
A(dz,) (23)

After some manipulation, Eq.(23) can be writtethia following form

(- 19)+ S (1 2)e
r(z,) = " elf% (24)
70(1+72e2[36L)
4\ C

The recursive Fresnel reflection formula [4] contulv be used to find the reflection
coefficient,p at z = 0:

ry + 1|
— z,=0
p = Ter 1 (25)
r, r|zo o
Where I, is the reflection coefficient at the outer ingexé, given by
n,—n(
» =N o6

r,=— -
® n,+n(0)
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The power reflection coefficient, or reflectancegiven by

R = pp* (27)
Various variations of the refractive index profdan be assessed by evaluating the
reflectance, as defined in Eq.(27), with respet¢héowavelength.

4. ILLUSTRATIVE EXAMPLES
To validate the method presented in this paper seethe same example given in
[2]. The parameters used are 100 — cycle of rugdted = 0.05,A; = 0.55 pm, =
1.52, and p= 1. The spectral response of power reflectiorffiment, R, versus the
wavelength,A is shown in Fig. 2. The result is in excellentemgnent with that
given in [2] obtained in much less time when complann the same machine. This
example corresponds to uniform corrugation of regditer. Nonuniform
corrugations could also be used. A variety of ndfioam perturbations can be
studied and handled by the method. A notch-likparse may be obtained by
inverting the filter’s profile at its mid-point. This achieved by letting to take the
form:
o, 0=z =< L
5(z,)= 2 (28)
L
-0, —<z,<L
2

The effect of this is shown in Fig. 3. Using theffle given in Eq. (28) means that a
phase reversal at the middle of the structure k& bmade. This opens a narrow
sharp transmission at the resonance wavelengtk.iFhbok a lot like the difference
mode radiation pattern obtained in antenna ar@yp[245.].
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Fig. (2). Spectral response of uniform rugate.
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A pm
Fig. (3). Notch-like spectral response of nonuniform rugate.

5. CONCLUSIONS
Perturbation method of multiple scales can be we#td arbitrary filter's profile to
assess the response of rugate filters. In additioits computational speed the
method offers an alternative platform for synthiegjzrugate filters. Important
applications, notably wave division multiplexingnrnerged by obtaining spectral
response to suite the required application.

6. REFERENCES

[1] Macleod, A.,Thin-film Optical Filters, UK, McGraw-Hill, (1989)

[2] Southwell, W., “Spectral Response Calculations afg&e Filters Using
Coupled Wave TheoryJournal of the Opt. Soc. of America, Vol. 5, (1988), pp.
1558-1564.

[3] Seshadri, S. R., “Coupling of Guided Modes in Tlkiblms With Surface
Corrugations”J. Appl. Phys., Vol. 63, No. 10, (1988), pp. R115-R146.

[4] Asfar, O. R., and Nayfeh, A. H., “The Applicatiofi the Method of Multiple
Scales to Wave Propagation in Periodic Structug8tAM Review, Vol. 25,
(1983), pp. 445-480.



30 Mohammed H. Bataineh

[5] Chew, W. C.Waves and Fields in Inhomogeneous Media, USA, IEEE Press,
(1995).

[6] Stutzman, W., and Thiele, GAntenna Theory and Design, USA, John Wiley,
(1998).



Spectral Response Assessment of Rugate Filters ... 31

O3 U o O ghal pliseanly Cozrgy Sloed ol Lddal) dywsn) e

d3date Ol grams

MU&J\WA:--\-W

MU/JMB 4&}/@“)//@.4..&{«»&"
mohbat@gec.edu.sa
((sYWY/Y/\Vd'eJ,:;.UJ,.} sr\“\\/\’/\’o ngi.:.Ur.u’)

ISy J e gl ssidaze Ol gie 5 A o O gl adiens B 0)1 s Sl ozl
et e Jel 88001 G il O g0 Bl e ol rugatecslon L1 e BUall WSy 3l
cadlasdl ol gall 36 e 3,58 Jam LS et M S0 e Badall oMl 30 Al s el

rugatecs ol Ladall LoV @renat 45, Jlall s adseis ol (s






Journal of Engineering and Computer Sciences
Qassim Universityol. 5, No. 1, pp. 33-51 (January 2012/Safar 1433H

Virtual Power Producer and Consumer Agent Methodolgy for Optimal
Management of Renewable Energy Resources

Hussein M. Khodr
Engineering College, Qassim University, Buraidad54, Saudi Arabia
khodr.hussein@qgec.edu.sa

(Received 29/11/2011; accepted for publication @/22p

ABSTRACT. This paper proposes a Virtual Power Producer anas@uoer Agent as a methodology
aiming to optimize the integrated management dfitliged renewable energy resources and to improve
control Demand Side Management (DSM) and its aggeelloads. The paper presents a proposed
method to coordinate the power generation techmedoghe different load types, and the storageesyst
This method uses a framework based on data-mietttgntques to characterize the customers load curve.
The optimal power generation technologies dispathif the smallest equipment of renewable energy
resources and storage system is formulated as rmkeger linear programming problem, due to the
presence of the binary and continuous variablethénoptimization problem. The model is coded in
General Algebraic Modeling Systems (GAMS) and swlvey High-performance mathematical
programming solver for linear programming, mixetke@er programming, and quadratic programming
CPLEX solver. The application of methodology toealrcase study in an isolated electrical serviea ar
in Portugal demonstrates the effectiveness ofrtigthod to solve the optimal isolated dispatch ef i€
micro-grid renewable energy park. The solution lieen converged in 0.09 seconds and 30 iterations.

Keywords: Renewable energy optimization; micro-grids; smaidsy virtual power producers
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1. INTRODUCTION
The power and energy systems have been subjectdrificant changes all over
the globe in general. Portugal is not exoneratethfthese changes. Common rules
have been established for many countries as wellPfortugal in its internal
electricity market. In this market the customers daeely choose their own
electricity company suppliers, obviously accordiogheir interests.  Symmetric
market allows electricity buyers to act as impartagents in a perfect competitive
environment. This fact indeed, requires load agapeg to obtain relevant
knowledge concerning load consumption patternsderdand side-management or
even demand response program opportunities. Htgsdemand can be the key
issue for taking advantage of opportunistic stigte@ the market place.

Strategic behavior based on elasticity demand reguiconsolidated
knowledge concerning electricity consumers’ perfance. Knowledge about load
consumption patterns is very important for loadraggtors and electricity company
suppliers, as it provides the basis for agreememtgerning electricity prices, and
for defining marketing policies and developing imative contracts and services.

The characterization of electricity consumers’ haétarelies not only on
past consumption data, but also on consumptiord¢remd strategies [1]. Historic
data can be used to extract knowledge about cortsampehavior by using
adequate data-mining techniques. Consumption caésgcan be determined by
using this data, the knowledge of costumers’ beajraxdnd information involving
issues such as activity type code, hired power evalwrough contracts, and
consumed energy [2].

The integrated management of Distributed EnergyoRegs (DER) can be
achieved by implementing the Virtual Power Produ@éPP) concept [3]. The
aggregation of loads in the scope of VPPs createmsnamarket agent structure, the
Virtual Producer and Consumer Agent Methodology QAR). The VPCAM
provides the means to optimize the aggregated ibiséd Energy Resources
(DER), such as generation and storage, and to weprihe Demand Side
Management (DSM) of their aggregated loads.

This paper proposes VPCAM architecture and its tfanebased
organization. Within this organization, the VPCAMes a framework developed to
characterize Medium Voltage (MV) and Low VoltageV]L consumers, as a
decision-support tool supporting the active andtsgic participation of loads in the
new liberalized electrical environment.

This paper presents the results of the mathematjst#ization model and
some experimental tests using the proposed artlmigeand methodology in real-
world situations and considering real electricignhgration and consumption data in
an isolated area in Portugal.
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2. PERSPECTIVE ENERGY PRICE IN THE SCOPE OF THE
PORTUGUESE POWER SYSTEMS

The Portuguese Power System changed the primamureess of electricity
generation by introducing a combined cycle of retgas and, more recently,
implementing new wind farms (in 2008, new wind farmith 576 MW of power
were installed, increasing the total power of Pgatis wind farms to 2624 MW). In
2008, the production of the wind farms and the ratgas increased by 43% and
around 20 %, respectively [4].

In contrast the production of coal thermal plamd &uel oil decreased by 11
% and 37%, respectively. Figure (1) shows the itistion of electricity production
by technology and resource in Portugal. In 2008, lavge photovoltaic plants were
still in operation; the plant in the Amareleja region had a nominal capacity of 46
MW, and the plant in the Serpa region had a pow#pud of 11 MW. As well, in
2008, a wave power plant with Pelamis technology ampower capacity of around
2 MW began operating in the Agucadoura region. tElgty consumption is
expected to increase by 1 %. To be prepared ferathiitional load, the Portuguese
government is promoting an awareness campaignrfozrergy saving plan. This
campaign has resulted in monetary saving and, firerehas reduced in uncertain
percentage of the government’s expenses.

Generation by Technology in Portugal

o Coal = Fuel W Gas = Imported
m Large Hydro Plant = Mini Hydric m Micro Turbine m Cogeneration
Wind ® Photovoltaic

Fig. (1). Electricity production in Portugal by gereration type.

Figure (2) shows the evolution of the monthly Pguese consumption from
2006- 2008



36 Hussein M. Khodr

-
ik
=

@2006 W2007 O2008

Thousands
o
=
==

—
k2
=

10.0

i
=

Energy (GWh)
=
=)

\sﬁ\ ?}9 a {\.‘r\ i ?’Q."a' %czﬂ Z 00“' ‘éo‘a * Q@
Fig. (2). Evolution Portuguese electrical consumjin, 2006-2008.

The highest value of electricity power consumptieas around 9 GW and
occurred in the December of 2008.

The price of energy in Portugal is higher than therage price in the
European Union countries, since the price of akadtrenergy in 2008 was 0.141
Eur/kWh for domestic consumers and 0.435 Eur/kWhrfdustrial clients [5].

Figure (3) depicts the evolution of the electrieaérgy prices in Portugal and
15 other countries in Europe.



Virtual Power Producer and Consumer Agent ... 37

BPortugal - Medium Size Households
BEU15 - Medium Size Households

EEULS - Medium Size Industries
BPortugal - Medium Size Industries

£kWh

o % o N > & S s © &
$ Ki Kil S 8 & e & & & ~~

Fig. (3). Evolution of electric energy price in Euope, 1997-2008.

3. VIRTUAL PRODUCER AND CONSUMER AGENT METHODOLOGY
(VPCAM)

With the liberalization of the power sector, elagity consumers can easily change
their electricity-service contract from one elezfisupplier to another. In this new
environment, the market agents must provide nevdymis and services offering
attractive tariffs in order to take advantage o& tbompetition opportunities.
Choosing among several retailers could be a diffitask as contracts should be
more flexible than they were previously, which gaavide dynamic and therefore a
fair contract management. Innovative and attractiostracts can provide different
and flexible tariffs assuring a diverse quality safpply depending on the chosen
tariff framework.

The electricity price is determined mainly by fixedsts, or the costs of
generation, transmission and distribution, limitimgtailer flexibility and the
influence of customer behavior on electricity psice

Currently, the Portuguese government and regiotilityucompanies are
working together to increase the influence of cois behavior and its impact on
prices. An integrated vision of power generatiod lrad demand, involving a set of
power generation resources and loads, could prottidemeans to increase this
influence positively.

The aggregation of distributed generation (DG) fddras resulted in a new
concept: the Virtual Power Producer (VPP). VPPsmandti-technology and multi-
site heterogeneous entities. VPPs can manage Di@asgenerators are optimally
operated and the generated power has a good ch&being sold in the electricity
market. Moreover, VPPs are able to commit to a miotmust generation profile,
raising the value of non-dispatched generationrteldyies.



38 Hussein M. Khodr

In this context, VPPs can secure an environmenfaéydly generation and
optimal management of heat, cold and electricigetber. They can also provide the
means to ensure the optimal operation, the maintenaf generation equipment
and, the electricity market participation. Aggreéggtloads as a consumer’s agents
to VPPs, resulting in a VPCAM, allows these entitte undertake the optimized
integrated management of the aggregated DER and.léég. 4 shows the VPCAM
operation. The management of loads and power géoeiay the same entity allows
new management strategies for DSM technique. Wity dorecasting of power
generation and consumption the VPCAM can coordinsg¢@eral generation
technologies and different load types and storggtems efficiently.

Another possibility for using VPCAM is in autonon®usolated systems
disconnected from the main network. In these systarmd in the isolated micro-
grids, the power sources are limited to those s system, so that generation
scheduling becomes increasingly important to satisé basic rule of the power
system locally inside the isolated area [3].

In this system type, the most important power poeds are the renewable
energy sources, e.g., photovoltaic panels (PV)l éa#ls, and wind turbines in
combination with gas generators and cogenerati@ant@l These small power
generations entity needs distributed and autonomeowstrol for its correct
performance. The use of small isolated power systésnalso an attractive
alternative for power utility companies, since thaystems can help to improve the
power quality and power supply flexibility and maycrease reliability due to its
availability in presence of faults. Also, they gamovide a spinning reserve, ancillary
services and reduce the transmission and distoibudosts. Finally, these systems
can be used to feed the customers in the evemt ofitage in the primary substation
[6]. In order to characterize the consumers, theCXM should have an exact
knowledge about when and how its clients consuraetrétity and their behaviors,
as well as what electricity price has resulted fritven market, and what generation

has been forecasted in each considered time period
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Fig. (4). Schematic representation of the functionig of a VPCAM.

The VPCAM should also identify the consumers whdl & available to

changing their electricity-consumption behavioritgkinto account the advantages
which may be presented in term of price opportasiin the time period. A model
can be used to determine the limited number of lpadfiles that are needed for
resource management, as in cases of an energygéart determined loads. The

major challenge here is the management for eaclsidered time period the
availability of the generated power during the édeed time period, maximizing

the reliability, so optimally handling the load tailment decisions. Decisions must
be based on the relevant knowledge of the consurmehsvioral characterization

and its impact on the price in each time period.
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4. CHARACTERIZATION PROCESS OF MEDIUM VOLTAGE
CUSTOMERS
4.1 Customer clustering and classification
Figure (5) shows the study process for Knowledgec®iery in Databases (KDD)
[7,8,9, 10].

1. DATA BASE

2. DATA PRE-
PROCESSING

| 3. FORMATTED DATA J

I

4. DATA MINING TECHNIQUES

CLUSTERING
ALGORITHMS

CLASSIFICATION
MODEL

- RULE SETS

- DECISION TREE

- OVERALL ACCURACY
1 11 21 31 41 51 61 71 81 91

Fig. (5). MV consumer’s characterization process.

5. TYPICAL LOAD PROFILE

The developed consumers’ framework characterizatged in this work is
based on the process of Fig. 5. It includes sevyanakes and uses Data Mining
(DM) techniques in the calculation process. Thengaork is fragmented into
different steps with different degrees of comphgxitata and features selection, data
preprocessing, formatted data, data mining teclksigand the most important
extracted knowledge.

DM techniques are used to characterize the tymicsiomer profile, starting
from an initial data set from a Portuguese utiliyl]. The main goal of the
consumer profiling is to group the data into classe that the clusters of data in
each class are highly similar and highly dissimtlarthe clusters in other classes.
With the new classification model, the new conswsrean be placed in one of the
known clusters according to their characterist®g.using a real data base released
by the Portuguese distribution company with 229 Mustomers, and collected
during a period of 3 months in summer and the spersd in winter for business
days and weekends, the typical daily load curveawfh customer was determined.
Through data preprocessing action, 21 customerg wescarded from the initial
data, remaining 208 consumers to be analyzed. Bygwdl the completed data, a
representative load curve was obtained by averabmglaily load diagrams of each
customer. Therefore, each customer is now repreddoy its typical load curve
[11].
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Figure (6) shows the representative business dmgs diagram obtained for
each cluster, directly using the measured powdr [11
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Fig. (6). Clusters obtained by using the two-stepuster algorithm for working days.

Each load curve depicts a cluster representingstomer group with the
same consumption load pattern. Figure (7) showgdta amount of the electrical
energy consumed by the 208 consumers considetbiinase study.

60

Thousands

40

30

Power (kW)
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Fig. (7) . Total electrical energy consumed by th208 consumers on work days.

4.2Load Flexibility
Currently, the small isolated power systems arecamingly being used in the rural
and remote electric service areas, instead of usimy one centralized power
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generation system and its corresponding large mésmbat are necessary to feed

the remote electric loads.

Although the advantages of using small power systame considerable,
these systems are based only on renewable enexgyrees, which require the use
of storage capability due to the intermittence ahtaristics to increase their power
availability. The VPCAM can explore dynamic pricirduring the day to take
advantage of the customers’ load profile modeliDgnamic pricing includes the
price value variation during the day reflecting ttighest cost of the peak electricity
generation usage. VPCAM, power producers and coesushould not miss this
opportunity, but to take advantage of it, the eleity consumers must be prepared
to change their consumption habits following theaiyic electricity prices. Thus,
the consumers who are available to changing thedtrécity-consumption behavior
must be identified.

Let us consider four different typical load prodiléhat will permit, in some
way, changes in their consumption habits:

- Profile 1: This load does not allow for any loadtaiiment, independently of the
time of the day. This profile applies to vital iredtial producing processes and to
emergency infrastructures such as hospitals arithryikites.

- Profile 2: The load can alter its schedule accardim operational constraints
(e.g., generation shortage). This profile appliesdme tasks that can be done at
any hour of the day (e.g., using a washing machine)

— Profile 3: The load can be partially curtailed untlee same conditions. This
profile may apply, for instance, to lighting, adonditioning and heating
systems (which can be reduced by 1 or 2 degreesjpressed air (which can be
reduce by 0.5-1 bar in air pressure), and escalator

- Profile 4: The load can be curtailed at any tim¢hefday. The contract specifies
what electrical circuits can be curtailed.

By using this approach and knowing each load ppfd VPCAM can
manage all generation units and consumers’ loadsder to achieve the established
goals, which might be diverse (e.g., to guarantagep system stability, to increase
profits of power producers, to reduce consumertsdasiff, or to reduce the global
costs).

4. RENEWABLE ENERGY RESOURCES AND LOAD MANAGEMENT
The VPCAM aims to optimally manage all the avaidabhergy resources and loads
in order to achieve the established goals. In otdedo so, it needs relevant
information to define the amount of energy generdityg wind energy, photovoltaic
energy, fuel cell, mini-hydro, Combined Heat andvBo (CHP), and the storage
battery power charging and discharging. Decisiokintarequires accounting for
the following considerations:
- The wind power generation strongly depends on thather conditions. To have
enough precision, the generation capability caedienated for a period of only
24 hours in advance.
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— The photovoltaic generation can be forecasted geci

— For fuel cells and CHP, the total generated en&gletermined by the amount
of the fuel.

- Mini-hydroelectric plants have a limited quantity stored water and low
generator capacity.

- Storage battery power discharging is limited by tmaximal discharging
capacity and existing storage energy.

— The loads are forecasted by considering severacssphowever, most of the
loads can be controlled under only certain limiisiig DSM — Demand Side
Management). For each cluster, the VPCAM knows ltals which can be
totally or partially curtailed or moved to a diféatt time slice.

— To ensure system power balance, the VPCAM can m@ier the terms of
reserve. For example, the VPCA can limit the minimceserve to 10% of the
forecasted load. This reserve can be assured by agirage and fuel cells.

The main objective is to carry out an optimal dispaaccounting for all the
available energy resources, the forecasted lo&d|odd profiles, and the relevant
considerations. The surplus energy is used forgihgrthe storage battery system.
The different generation units’ costs are considefiéhe optimal schedule of the
demand and generation can be made for the envisagedhorizon (e.g., 5 minutes,
1 hours, 1 day, 1 week, 1 month or 1 year). Fowisgl this mixed-integer
constrained portfolio problem, the CPLEX solver goped by the GAMS platform
was used [12].

The constraints of the problem were elaborated ewttibnsidering five
different operation modes [13]:

— A surplus energy that can be stored is availalddr{dhe case presented in Fig.
8).

— The generation is not enough to assure the sugghedotal load; therefore, the
battery is discharged.

- In case of a lack of generation based on renewsthleces (wind, water and/or
sunshine) the battery, CHP and fuel cell come bperation (as in the case
presented in Fig. 9).

- In case of insufficient energy generation, the loadt be shed.

The objective function of the mixed-integer lineaodel is the minimization
of the total cost for a given period (T) as follows

Minimi _ u C\/(\;?Ph, Hy, CH, Fc [P\S\l/) Ph Hy CH Fc+ C(IS)BLDP(%BB" C(F;) DF‘R” +
inimize f=3%"

s PL(V:A)P Ecmp + C(Lls) DPSS) + C(Vt\l)SEDU(tIBISE_ dt)SBD F‘I)SB_C Cl)é:l =g
Where:T is the period study, which may be one day, onekwere month or one
year. In this casd is for 24 period of the one day. The methodolagpriepared to
be applied from the one year schedulifgis the cost coefficient of each power

generation type during the considered time pekidtlis the power generation type.
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SubscriptsW, Ph, Hy, CH, Feefer to wind, Photovoltaic, Hydroelectric,
Combined Heat and Power and Fuel Cell power generadspectively. Subscripts
SBd, R, LM, LS, NSE, SBcate Storage Battery discharge, Reduction, Load
Shedding, Non Served Energy, Storage Battery chg@nd Excess respectively.

T

P surplus for storing
P wind P load max
P load max

P load mn P accurulator P load min

3 P fuel cell
P wind

P photowoltaic 3
P photowoltaic

—

t time slice

—

tirne slice

Fig. (8). Surplus of primary energy, adopted ~ Fig. (9). The storage and the fuel cell in
from [13] operation, adopted from [13]

Equation (1) is subject to the following technicahstraints:
— First Kirchhoff Law or Power Balance

T T
3 (Rilpuscn et Pt B+ Pl Pt U= (Load)+ Bl Py €)
t=1 t=1
Where: Subscripti MP and LMV are the Loads that have to be moved from the
peak load curve and Loads moved to the Valley ad lourve respectively
- Wind, Photovoltaic, Hydroelectric, Combined Heatdafuel cell Power
generation limits in each time periot.“This constraint can be stated for each
power generation type.
(t t) EE A —
RV, P Hy, cH Fe S I:)(vv, poHy o (M ID; =L T ()
- Storage battery limits in each time peridd
(1) (t) . —
P < PSB( May t=1,....T )

Where:SBandSBwax) are the Storage Battery and the Storage Battery
.maximum respectively
— Storage battery maximal discharge limits in eagtetperiod t”

(t) (t) t. = 2 —
Psgq < Pssq Ma)(DX ; t=1L..., T, X=0 orl (5)
Where SBd(Max) Is the Storage Battery maximuroltisge
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- Storage battery maximal charge limits in each regod ‘"
® t) t. — ] —
PO < PRe v Y'Y t=LLT Y=0 orl
- The battery cannot charge and discharge at the siam in each time slicd™
X +Y® <, t=1..,T. Xand ¥0 orl @

- Storage battery maximal discharge limits in eaotetperiod t” considering the
battery state storage in time period t-1

PB(B - PB(H) <0; t=1,...,. T ®

- Storage battery maximal charge limits in each tjmeeiod ‘t” considering the
battery state storage in time period t-1

PU+ P S By (LT 0

Where the subscriptBC, B and Bmaxare the Battery Charge, Battery and
Battery Maximum capacity
— State balance of battery

PO = PO PO+ P =1, T )
- Initial state of the battery
(t=0) — pO
R=RK 11

For the succeeding time slices, the constraintstla@esame. The existing
stored energy is updated between time slices.

5.CASE STUDY
The proposed methodology was applied to a real sagly. The following prices
were considred: wind energy cost 0.4 Eur/kWh; photovoltaic energy cost 0.4
Eur/kWh; hydroelectric energy cost 0.4 Eur/kWh; CHP energy cost 0.6 Eur/kWh;
fuel cell energy cost 0.9 Eur/kWh; storage energy discharging cost 0.7 Eur/kWh;
energy storage charging cost 0.4 Eur/kWh; load@neroving for a different time
slice cost 1.2 Eur/kWh; load energy reduction cost 1.3 Eur/kWh; load energy
curtailment cost 1.4 Eur/kWh; undelivered energy cost 1.5 Eur/kWh; and the excess
of the generated energy is with cost 0 Eur/kWh, ttuéhe Portuguese legislation
that does not permit any generated energy injedtitmthe main grid in these time,
but now is under study by the specialized governiatemtity to be permitted in the
near future.

To illustrate the generality and the effectiveness the proposed
methodology, a scenario involving several energppueces was created. The data
for this scenario are presented in Table I. The ¥MChas detailed information
about not only the consumption of all customerd,atso the characteristics of their
loads pattern and the industry’s electricity ne€llse real electricity needs of all
consumers must be known and understood in ordedéguately manage all the
available resources, including the use of DSM.
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Solving the optimization problem allows the VPCAMI d@btain the optimal
renewable energy generation dispatch by accoufdinthe cost of each generation
technology. Several simulations were performed mdep to demonstrate the
importance of considering the different load pedil Figure (10) presents the
obtained results for the load supply in a situatigmere all the consumers do not
allow for load shedding independent of the timehef day. Fig. 10 reveals that an
amount of undelivered energy is present in timgeslil0 to 18.
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BlLoad ®@Battery Charge OReduce BCurtailment Bhove (-) BhMove (+) OUndeliversad Energy

Fig. (10) . Energy consumption without consumptiomanagement.

Figure (11) shows the optimal generation scheduforgthe same situation. By
considering the contracts with all profile typebe tVPCAM can manage the
generation and consumption to reduce the undetivenergy to the important loads.
For the same demand, the VPCAM will consider aafetontracts allowing for

demand-side flexibility. By using the nine clustesbtained in Section lll, the
following profiles were considered:

— Clusters 2, 4 and 6Profile 1;

— Clusters 1 and 5 Profile 1 and Profile 2;

— Clusters 3, 8 and 9Profile 1 and Profile 3;

— Cluster 7 — Profile 1 and Profile 4.

Fig. 12 shows the results for electricity consumptiin this situation,
revealing that the VPCAM was able to manage theuiees so that no energy was
undelivered for priority loads. Demand-side flektlyi was achieved by moving a
part of the load for off-peak periods and reduangl curtailing a part of the loads.
The battery was charged in two periods.
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Table (1). Estimated Power Generation and Consumpin Forecast (KWh).

T | Pw | Pw | Pw | Pp| Puv | Peu | Pen | Pe P Ps | Ps | Pc | Pr Lo
- - - S PRED
S 1 2 3 H D Pl P2 c . c D ut ED AD
654 876 876 28 247
1 0 0 0 0 0 2 0 78
781 978 978 28 236
2 0 0 0 0 0 5 0 74
812 769 769 27 226
8 0 0 0 0 0 9 0 32
913 756 756 26 223
4 0 0 0 0 0 8 0 49
100 683 683 26 225
5 40 0 0 0 0 1 0 75
976 635 635 26 238
6 0 0 0 0 0 1 0 63
101 549 549 25 293
7 30 0 0 0 0 9 0 80
102 798 798 22 356
8 50 0 0 50 0 4 0 90
9 976 815 815 14 10 17 0 453
0 0 0 0 41 1 83
10 957 849 849 28 16 15 0 511
0 0 0 0 11 9 22
1 879 867 867 54 g 16 15 1741 526
0 0 0 0 B 28 3 0* 40
654 905 905 77 | Q 14 3086 527
“lololololz6] 5w | % |gla|nl®lals | o
713 989 989 85 | 3 8 8 S S S S o 14 2937 | 494
Bl 0 0o o |z ° ° 1 ° S1°| %] 8| & | 64
14 743 101 101 89 | » 0 15 1163 467
0 00 | 00 | 0|8 3 9* 36
15 780 104 104 84 | S 0 15 1248 509
0 00 00 0 0 8* 97
16 643 896 896 79 50 16 1147 507
0 0 0 0 0 1 5* 52
17 658 789 789 45 48 16 0 486
0 0 0 0 9 5 84
18 590 876 876 32 37 16 0 438
0 0 0 0 0 8 63
567 765 765 24 17 373
19 0 0 0 0 0 2 0 00
649 678 678 11 18 339
20 0 0 0 0 0 5 0 23
783 710 710 17 307
21 0 0 0 40 0 9 0 83
812 756 756 18 301
22 0 0 0 0 0 1 0 28
834 789 789 20 296
23 0 0 0 0 0 3 0 89
876 815 815 23 284
24 0 0 0 0 0 8 0 77

*- The consumption of the energy in a time slice ba moved to time slices 7 to 10h or 18 to 20h

Figure (13) shows the optimal generation scheduiimghe same situation.
In this simulation, the consumers with the mostaotmn the results were those that
allowed some electrical energy to be moved durhmg dff-peak hours. The other
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consumers were important for balancing the timeesliwith short difference
between generation and consumption.
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Fig. (11). Generation without consumption managemen
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Fig. (12). Energy consumption by moving, reducingrad curtailing some energy consumption.
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Fig. (13). Generation with moving, reducing and cuiling some electrical energy consumption.

6.CONCLUSION

This paper proposed a methodology to manage theatpe of an isolated system
by a Virtual Power Producer and Consumer Agent bigdtogy (VPCAM). The
main goal was to minimize the total involved coshich includes the generation
costs, storage energy system charging and disclargosts, and demand-side
flexibility use costs, subject to all the operatibtechnical constraints. The VPCAM
must assure a permanent balance between generatidn consumption by
undertaking the required load curtailment, whemesessary in an optimized way.

This paper presented the results of the applicatfdhe methodology to a set
of real consumers’ data. The dispatch was formdlate a mixed integer linear
programming optimization problem and programmed aotied by using the
GAMS platform and the CPLEX Solver, respectivelyheT obtained results
demonstrate that the proposed methodology is @ffecand robust. It is also
efficient as it requires only a brief execution ¢inThe proposed method helps to
minimize the operation costs by accounting all @ailable energy resources and
the demand-side flexibility.
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ABSTRACT. In the present study, numerical and experimentaddtigations of heat and mass transfer
characteristics of a plate type evaporator immensestill humid air environment with the presemte
frost formation is carried out. In the numericalestigation, the suggested model considered the fro
layer as a porous medium. The solution of a sepasfial differential equations characterizing frost
formation taking into consideration the variatidna@ ambient conditions during frost formation pess
and adiffusion term is preceded. In experimental invgestion, the ambient air temperature is changed
over a range of 20°C to 25°C and the relative hitgnid varied from 41% to 56% while maintaining the
plate type evaporator average temperature at né@0f\C. Also, Rayleigh number was variedm 10 to
1.2x10 and thedimensionless time from zero to 1. The results shioat the system coefficient of
performance decreases within a range of (10% - 18%)average Nusselt number varies within a range
of (15% - 30%) and the average Sherwood numbeewavithin a range of (25% - 40%).

Keywords: frost formation, moisture, mass transfer

NOMENCLATURE
A Face area m?
Cp Specific heat kJ/kg.K
C Concentration kg/m?
D Diffusion coefficient m%s
G Gravity acceleration m/s?
H Convective heat transfer coefficient W/m2K
hm Mass transfer coefficient m/s
| Compressor current intensity A
K Thermal conductivity Wim.K
L Length of flat plat evaporator. m
M Rate of mass collected from the cooled frost kgls
M Mass of collected frost kg
m" Frost mass flux kg/m?
N No. of measuring points on the surface (6 points) -
P Pressure N/m?
q Heat flux kw/m?
Qadd Rate of heat added to the system kw
Qioss Rate of heat loss from the system to the surrawgndi kw
Quot Sum of rates of added and lost heat from the syste kw
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T The system collecting time duration
Tair Ambient air temperature

Tis Frost surface temperature

Ti Plate surface temperature at point i

T, Flat plate average temperature

U Velocity component in x-direction

Ve Potential difference of the feeding current
\% Velocity component in y-direction

Wy Input work of the compressor

W d  Average input work of the compressor
X X-coordinate

Y Y-coordinate

W Frost thickness

Yiyinit Initial frost thickness

L soiid Latent heat of solidification

Lig. Latent heat of condification

Lsun Latent heat of sublimation

ATsens  Sensible temperature difference
Greek Symbols

B Volumetric coefficient of thermal expansion
Pr Frost density

A Quantity difference

N Kinematic viscosity

T Dimensionless time
Dimensionless Groups

Nu Nusselt number

Pr Prantdl number

Ra Rayleigh number

Sh Sherwood number

T Dimensionless time
Sub-scripts

A Air

c,sat Condensate at saturation
f,s Frost surface

Nb Neighbors of the given grid point Po
P Flat plate

Sat Saturation

0 Ambient

Super-scripts

° Flow rate

Flux
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1. INTRODUCTION

In the developing world, refrigeration is used €ligo store foodstuffs at low
temperatures, thus inhibiting the destructive actid bacteria, yeasts, and molds.
Whenever humid air comes in contact with a cootind, its temperature is below
both the dew-point of air and the freezing poinbst will form. The nature of the
frost forming on the coil will depend on the psyofedric conditions prevailing
inside the freezer and whether the air around tb& is sub-saturated or
supersaturated. The processes involving heat gafisfm a humid air stream to a
plate, with simultaneous deposition of frost, afey@at importance in a variety of
refrigeration equipment. It was well recognized tthieost formation on heat
exchanger surfaces seriously affects the performaha refrigeration system.

A lot of research work has been done to study tteevilp of frost on a
cooling coil. Kennedy and Goodman [1], investigabest formation on a vertical
surface under natural convection conditions. Lota&lat and mass transfer
coefficients from humid air to the frost surfacehweffective thermal conductivity
and density of the frost were studied. The teatpee distribution in the boundary
layer adjacent to the frost surface allowed thewation of the local values of the
heat flux. Marinyuk [2], studied experimentatlye effect of frost formation on
heat transfer between a cylinder and its gaseowsroement. The studied
parameters were the total heat flux, the steadg-stamnvective heat transfer
coefficient, and the mass of frost adhering to tée cylinder. He concluded that
thermal conductivity was the main emphasis of fiaorsd the diffusion mechanisms
of moisture transfer within the frost layer caushe frost density and thermal
conductivity to increase with time. Ostin and Arss®n [3], studied the formation
of frost on parallel horizontal plates facing acld air stream at varying
temperatures, relative humidity and air velociti€eey found that both the surface
temperature of the plates and the relative humidfitthe air stream have important
effects on the frost thickness. Also, the densftyrast was found to increase with
relative humidity and air velocity. A strip methadas applied to determine the
thermal conductivity and internal changes in thestfrlayer. They observed two
categories of frost formation, monotoraad cyclic growth. The condensed water
vapor contributed in equal amounts to increasaérthickness and the density while
in the latter melting at the frost surface resinitabrupt internal densification. Tab
al. [4], simulated frost deposition on a cold surfasgosed to a warm moist air
flow using a one- dimensional, transient formulatioased on the local volume
averaging technique. The spatial distribution & tbmperature, ice-phase volume
fraction (related to frost density) and rate of gghahange within the frost layer were
predicted. Their results indicated that the lodfdative vapor mass diffusivity was
up to seven times larger than the molecular difftisof water vapor in air. Le Gal
et al. [5], predicted a one-dimensional transient forrtiatato predict frost growth
and densification on a cold wall submitted to ashair flow. The model was based
on a local volume averaging technique that allowes computation of temperature
and density distributions throughout the entiresfriayer according to time. The
effective vapor mass diffusivity throughout frostosild reach values several times
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larger than the molecular. Wu and Webb [6], coteldian experimental study to
investigate the possibility of causing frost onadcsurface. Both hydrophilic and
hydrophobic surfaces were examined. A thermo-atectioler was used to provide
a cooling source for the frosting surface. Fossd danda [7], investigated
experimentally and theoretically frost growth oweatical plate in free convection
and developed a simple model to predict frost gnokey parameters (frost
thickness, heat/mass transfer rates). The modelahgdod agreement with the
experiments owing to the some simplifying assurmgimade in the model (frost/air
interface assumed to be flat, and the usage of Isimplationships for frost
properties). Cheng and Wu [8], investigated expenitally and theoretically the
frost formation on a cold plate. Experimental olbagons were performed for the
early stage of the frost growth process. It wasifbthat the frost layer may exhibit
a multiple-step ascending pattern in no more tharmé which means that in a
short time, the frost layer was possible to redwh ftost layer full growth period
under some certain environmental conditions, esfigdor the cases at higher air
temperature, higher air humidity, or higher airooiy. Leeet al. [9], presented a
mathematical model to predict the frost layer groatd the heat and mass transfer
by coupling the air flow with the frost layer withib employing experimental
correlations. They dealt with the frost layer gsoaous. The parameters considered
in their search were the plate surface temperaduck air conditions, such as air
velocity, temperature, and absolute humidity andalfy the frost surface
temperature. Cheng and Shiu [10], investigatedrtist formation on a cold plate in
atmospheric air flow experimentally and theoretical microscopic image system
was used to provide observations for the earlyesiafgthe frost growth process,
record the pattern and the thickness of the fnstrl per five seconds after the onset
of frost formation. They observed a multiple-stegzending frost growth pattern
caused by melting of frost crystals at the frostfasie. The effects of velocity,
temperature and relative humidity of air were <tddiwith varied surface
temperature of the cold plate. Shet al. [11], investigated experimentally the
effect of surface temperature on frost formatioastTsamples with three different
surfaces of which dynamic contact angles were 83ahd 88 deg were installed in
a wind tunnel and exposed to a humid air flow. Hieflow Reynolds number,
humidity, the air and the cold plate temperaturesewmaintained at 9000, 0.0042
kg/kg dry air, 12°C and -22°C, respectively. Thiekhess and mass of frost layer
were measured and used to calculate frost densiilg \weat flux and temperature
profile were measured to obtain thermal condustivitheir results showed that the
surface with a lower dynamic contact angle showeligher frost density and
thermal conductivity during a two-hour test. Leedaviang [12], developed frost
maps for two different surfaces having two diffaregdrophilic characteristics and
to find ambient conditions associated with the fation of frost structures. They
found that frost structures on surfaces with défer direct contact angles are
similar. However, low direct contact angle surfatelow humidity provides (20—
30%) denser frost formation due to the shift ofagreith different structures. Yang
and Lee [13], proposed a mathematical model tdiptdrost properties , heat and
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mass transfer within the frost layer formed on &l gdate. Laminar flow equations
were employed for moist air and empirical correlasi for local frost properties to
predict the frost layer growth. Their results shdwieat the heat transfer coefficients
obtained under non-frosting conditions are lower38%6 than those under frosting
conditions and concluded that the air flow showdabalyzed to obtain the accurate
prediction for the frost growth. Lee and RRb4], made a simple model on the
assumption that the water-vapor concentrationefribst surface was saturated, and
that the gradient of vapor pressure was the santheasalue obtained from the
(Clausius—Clapeyron) equation. Initial porosity tfe frost layer affected the
characteristics of frost growth and so modified thedel with the assumption that
the concentration of water-vapor at the frost sgfaas in super-saturation in order
to solve the inconsistency of the diffusion resistof water-vapor in the region of
high porosity. Tsoet al. [15], developed a model with two-phase flow for
refrigerant coupled with a frost model for studyithgg behavior of an evaporator.
They concluded that the formation of frost degrades performance of the
evaporator and that the air and wall temperaturgesaalong the tubes and coil
depth, which will lead to non-uniform frost growslith coil depth. Wuet al. [16],
investigated experimentally frost formation on aribantal copper. Their
experiments showed that the frost formation onld sarface generally began with
the formation and growth of condensate dropletseing of the super-cooled
condensate droplets, formation and growth of ihifiast crystals on the frozen
droplets, growth of frost crystals accompanied bg tollapse of some of the
crystals, and finally frost layer growth. Getu aB&nsal [17], presented a
theoretical model and experimental analyses of @wedprs in frozen-food display
cabinets at low temperatures in the supermarkeststng Their mathematical model
adopted various empirical correlations of heat df@n coefficients and frost
properties in a fin-tube heat exchanger in ordéntestigate the influence of indoor
conditions on the performance of the display cabirme it would be a good guide
tool to the design engineers to evaluate the pmadace of supermarket display
cabinet heat exchangers under various store conditiPiucceet al.[18], advanced
an investigation on the frost nucleation on flaffates as it focuses on the relevant
parameters affecting the frost formation process,, ithe surrounding air
temperature and humidity, and the surface conditi@gemperature, roughness and
contact angle). Guptat al. [19], presented a study of thermo-fluidic model
developed for a domestic frost-free refrigeratdneigoverning equations, coupled
with pertinent boundary conditions, are solved mpkying a conservative control
volume formulation, in the environment of a threémensional unstructured mesh.
For the freezer compartment, the computationallgdjmted temperatures are
somewhat higher than the experimental ones. Laguarral. [20], carried out
experiments using a rectangular refrigerating gawhich can be more or less
humidified and loaded with arranged cylinders. @fighe vertical walls, made of
aluminum, was kept at low temperature @)L They found that influence of water
evaporation on air and cylinder temperatures isenmonounced at the bottom of
the cavity.
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In this work, a mathematical model is proposed ase to predict the frost
formation and its growth accumulation on a flattplaeat exchanger. Heat and mass
transfer coefficients and frost formation effect dre system performance are

predicted. An experimental test rig is set up ifree air stream to validate the
mathematical model.

2. THEORTICAL MODEL
In the present model, the moist air flows overaa fllate are shown in Figure (1) and
frost layer is considered as a porous media. lerota predict the behavior of frost
layer growth, it is assumed that all processesuasteady and the variation of frost
density in the direction normal to the horizontabling plate is negligible.

Thick.,
o

Flow boundary layer Frost layer

Moist
Air

Fig.(1). Schematic diagram of theoretical model.

The governing equations are continuity, momentumergy, and mass
concentration assuming incompressible laminar fléth no viscous dissipation and
using Boussinesgi approximation, these can be sgpdeas follows:

i. Continuity equation:
du dv

_. | TR W
ii. Momentum equations: ) )
%+u:—:+ v2=—i:—:+1u ?%1+E) (2)
ey 1L (P pr-T) @
iii. Energy equation: . .
%-%—u%ﬂ-zfg—;:ﬁ(:% :J—Z] (4)

iv. Mass concentration equation:
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) -
ac ac ac a‘c  a'c

—-'u—-'v—-D(—-——:J 5
at dx ay ax | ayt ®)

v. The initial and boundary conditions

At the plate surface at (y=0)
att=0 u=0,v=0T=T,,C=C, (6)
O=x=L, y= Yfine €= Cf.im
Far from the surface at-#y)

du
E:D’ v=0,T=T,,C=C, @)
For Interface between the frost layer and air
ar k 8T plLlos D (8T
=={=) ( 8
{d\ ¥=¥f kg |[-.-ﬂ_'|.' -"'=:".F kg ﬂtjll ‘f ( )

The previous equations can be solved to get thsigdilyquantities heat and mass
transfer coefficients and in turn Nusselt and Sledvwumbers as follows:
AC
h = q— & hm = — 9)
(Ta—Tp) \Pva— Puf)
Where(" is the heat flux by the plate surface ardg is the temperature of the

surrounding ambient aifl, is that of the plate/C isthe concentration flux of the
collected frost angh,, is the vapor density at air temperature apds the vapor
density at frost surface temperature.

hL _ hyl
Nu = - Sh= = (10)

Wherel is the plate length, k is the thermal conductivifyair and D is the mass
diffusivity of water vapor in air.

vi. Calculation of frost properties:

The water vapor transferred into the frost surflioen moist air increases both the

:frost density () and thickness (§. This phenomenon can be expressed as follows

__ pbh féc _

Cf = (E)cif = G+ C, (11)
The mass flux for the frost density absorbed inbstflayer is given by:
= D F
¢, = I- 7 (22 ay (12)
:The frost den3|ty and th|ckness for each time vateare calculated as follows
i = CF 4+ (—P—c ) ax (13)
! By ¥f

E+AL — 1 Cy
- s T 14
If Y; Pf ¥f (14)

The previous equations are solved using (CFD) El6e¥6 numerical technique.
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3. EXPERIMENTAL TEST RIG

Fig.(2). Photo of the test rig components.

A photo of the test rig is presented in Figure (Bigure (3) shows a schematic
diagram for the details of the test rig. It corsief a simple refrigeration system
with an easily tilted evaporator that is supportedan iron frame. The apparatus
components are listed as follow&n evaporator flat plate (1) which is aluminum
980 mm 320 mm x 4 mm thickness and the flowing $uladich are punched

through the plate. The evaporator is supported with hinges at one side and
riveted with a handle to help in tilting.

Fig.(3). Details of the test rig

1. Evaporator 2. Drain enclosure 3. Thermostat 4. Air cooled
condenser
5. Hermetic compressor 6. Level handlers 7. Evaporator seats 8. Drain hose

9. Apparatus body  10. Condenser fan 11. Tilt Hinges.
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A drain pan (2) is made of a galvanized steel slki@&60 x 550) mm, 1 mm
thickness and height 5 mm. This enclosure supplogtgvaporator seats and collects
the drainage of the melted ice from the evaporaiothermostat (3) which is the
main controller of the refrigeration cycle as itntains a bulb that is supported on
the lower face of the evaporator. It has a rangmf(-30°C / 30°C) as it passes the
electric current through the cycle only if it hast neached the required temperature.
A condenser (4) which is an air cooled coil madéraf (270 mm x 270 mm x140
mm) with 5 rows and 3 columns of tubes.

A hermetic compressor (5) of 1/3 hp capacity andkeon refrigerant R134a
with a starting circuit and overload protection \{go factor is 0.9). Two level steel
handlers (6) 130 mm x 15 mm with holes for suppgrthe evaporator during its
tilting. One of these is riveted to the plate ahd bther hinged to the evaporator
seats (7). Evaporator seats are a pair of U-shgpbdnized steel pieces that are
supported on the drain enclosure at the two endseoévaporator. One includes the
two tilting hinges and the other holds the plateemiit is totally horizontal. Drain
hose (8) is a flexible plastic hose that drainsriedted frost from the two faces of
the evaporator through the drainage tank. Apparfitaree (9) is made from iron
1130 mm x 460 mm x 400 mm. that includes the cosgme the condenser with its
fan and the thermostat inside it and carries thapesator with the drainage
enclosure. Condenser fan (10) is an electric fan it placed in one face of the
condenser to help the heat transferring out otthelenser.

4. DATA REDUCTION

The frost formation mass flow rate (m°) can be galed for a time average as:
]

m = T (15)
Where mis the mass of collected frost in grams and héstime interval in seconds
The plate temperature can be calculated as theageetemperature at different
points on the platas shown in Figure.(4).
T

T,=="=2+ (16)

P n
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Fig.(4). Schematic diagram for the thermocouplesgsition on the plate surface

The quantity of heat added to the system (whidboth sensible and latent) (&)
can be calculated as follows:

Qudd = Th[({:p‘ﬂrsmjv T L‘h’q LN (Ep"irse-n)s T Lsu!id] (17)
Where Liiq. is the latent heat of liquefaction, I8 the specific heat of watergdyq
is the latent heat of solidification of wateX, Tsens)iS the sensible temperature
difference between liquidvater and freezing point andTsens)sis the sensible
temperature difference between freezing point Aedrost surface temperature.
The rate of heat gain from the environment candseidbed as:

QIG:E = 'hn A ':-""Tse-n (18)

Where hyjr is the convection heat transfer coefficient (WKT)I, A is the
evaporator surface area and s is the Temperature difference between the frost

and ambient temperature
One can calculate the total capacity up the systefollows:

Q!’ = Qadd T {?Eass (19)
The input power of the refrigeration system is thfathe compressor which can be
calculated as follows

W, =1V_cos@ (20)

Where | is the compressor current intensity, Vhs potential difference of the
feeding current and casis the power factor.
The coefficient of performance of the system (C@mJ heat flux q” are calculated
from:
or

cop= I

(21)
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q = (22)
Where " is the heat flux .

The time average convective heat transfer coefficfh) by dividing the heat flux
by the temperature difference between ambientrairthat of the plate as:

h=—% 23)
Ta— Tf.s

Where T is the frost surface temperature.

Nusselt number can be calculated as follows:
hiI

Nu = o (24)
WhereL is the plate length and k is the thermal conditgtivf air (W/m.K).
Similarly, one can calculate the time average miasssfer coefficient h by
dividing the mass collected by both the plate sigfarea and the density difference
between that of the water vapor at surroundingesinperature and that of just to be

formed frost.
th

h = — 25
T P (25)
And so Sherwood number can be calculated as follows
By L

Sh= " (26)

WhereL is the plate length and D is the mass diffusigfywater vapor, and the
moist air properties are calculated at bulk temipeeabetween frost surface and air
temperature.

5. MEASUREMENTS AND INSTRUMENTATION
5.1 Temperatures measurement
The temperature of the evaporator surface is medshy Copper — Constantan
thermo-couples (T-type) of 0.5 mm as shown in Feg(#) (six thermocouples are
glued into the surface of evaporator by high cotida@lue (epoxy) and distributed
on the surface). They are connected to the temperatcorder via a selector switch

to the temperature recorder which has an accurdcy6.1°C).The surface

temperature is considered to be the average temperaf al thermocouples
readings.

5.2 Ambient temperature and relative humidity measurement

The ambient conditions that are measured by a théggrometer with range for
temperature -10°C to 60°€(1°C) and for relative humidity 10 % to 99 #(3%)).

5.3 Frost mass measurement

A sensitive digital balance is used for measuring mass of the formed frost on
both sides of the evaporated surface after meltiag) are drained into the drain
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enclosure. The balance has a range from (0.2 —g30ind with an accuracy of
(£1%).

5.4 Electric current intensity and potential difference measurement

The electric current intensity is measured by diggmmeter with the following
specifications [range (0 - 10 Amip.1 %)] and the electric potential differentse

measured by digital voltmeter the following spexfions [range (0- 400 ¥ 1%)].

6. EXPERIMENTAL ERROR ANALYSIS
The accuracy of the results obtained from experialemeasurements is governed
by the accuracy of the individual measuring devicEee maximum error in
calculating heat transfer coefficient, mass transbefficient, Sherwood number
are +4.35%, +6.5% and +8.2% while the maximum eimaralculating COP is about
+2%.

7. RESULTS AND DISCUSSION

7.1 Theoretical model results:
The theoretical results are illustrated for a twimehsional model using CFD
(FLUENT 6.26) package. Figure (5) indicated that twerage Nusselt number
increases with increasing Rayleigh number untikeiaich the constant value at
Rayleigh number up to 4xiMecause the frost layer takes its maximum valuke an
acts as insulation. Also, the average Nusselt eunmirreases with increasing of
Prandtle number.

Figure (6) shows that the average Sherwood numaertte same trend of
average Nusselt number with Rayleigh number. Therame Sherwood number
increases with increasing Rayleigh number. Als@ #verage Sherwood number
slightly increases with increasing of Schmidt numbe

|
Average Sherwood number, Sh

Average Nusselt number, Nu

| L | L | L |
o 200000 400000 600000 800000 1000000
Rayleigh number, Ra

0 200000 400000 600000 800000 1000000

Rayleigh number, Ra

Fig.(5). Nusselt number versus Rayleigh Fig.(6). Sherwood number versus Rayleigh
number number
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7.2 Effect of plate temperature;
From Figure (7), the air temperature at a planen3 above the cold surface increases
with the dimensionless distance/lk It is noted that at lower plate temperatutés,
rate of increasing the air temperature is highéso Athe air temperature increases for
increasing plate temperature at a certain horizpotition.

The variation of local Nusselt number with dimeméss horizontal distance
is shown in Figure (8). The local Nusselt numbaréases with the decreasing of
the plate temperature.

280 24

[[——&—— Tp=253K ————Tp=273K
=2 Tp=263K 3 [ | —A— Tp=263K
H-———— Tp=373K > —8— Tp=253K

o 260 z

s 5

o e}

2 £

g 2

g =

3 (]

g 7

. S

P4 z

200_1||||||||||||||||||||||| g L L L

2 0.4 0.6 0.8 1
0 0.2 0.4 0.6 0.8 1 Dimensionless distance
Dimensionless distance, Xj/L
Fig.(7). Plate temperature distribution along Fig.(8). Local Nusselt number vs position
the plate

Figure (9), shows the plate temperature with dinwgtess time (r = %) at

different relative humidity. At a certain relativeumidity, the plate temperature
decreases with time. This decrease is due to tirease in the frost layer thickness
which decreases the rate of heat transfer betwefreée air and the plate surface.
The frost layer works as a growing insulator withe.

Figure (10) illustrates the relation between plaemperature and
dimensionless time at different air temperature fixet relative humidity of 52%.
One can deduce that the plate temperature decredtbetime due to the growth of
frost layer.

0 T T T T T 0 T T T T I
RHzg% | ]
I
0 TaeallH
X Tt |

+

T,200C
4 0 RH=59
X RHz52%

-12- m} -12-

Plate Temperature,Tp (°C)
&
. —F— .
Plate Temperature, Tp (°C)
(=]
T

-16F
1 1 1 1 1 1 1 1 1 1
0 0.2 0.4 0.6 0.8 1 12 0 0.2 0.4 0.6 0.8 1 12

Dimensionless time Dimensionless time
Fig.(9). Average plate temperature versus Fig.(10). Average plate temp., versus
dimensionless time at varying relative dimensionless time at varying air
humidity temperature

-16F
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7.3 Validity of the model:

The average Nusselt number calculated from theepresodel is compared with that of

the reference [13] for the same range of Rayeligiber at unity Prantdl number as

shown in Figure (11). For the present and previnadels the average Nusselt number

increases with the increasing of Rayleigh numbeéitakes the same trend
100
Pr=1
90 —— Present Model, 2-D
80 — — — — Yangand Lee, [13]

70
60 — -
50 -

40 |~ -

30| 7/

20

10
0 TR R T NN SR N MR |
0 400000 800000
Rayleigh number, Ra
Fig.(11). Nusselt number versus Rayleigh humber agarison.

Average Nusselt number, Nu
\

8. EXPERIMENTAL RESULTS
The experimental results including plate tempeggtdrost collected mass, frost
thickness, coefficient of performance of the systemeat and mass transfer
coefficients, Nusselt and Sherwood numbers are dstraded.
8.1 Plate temperature:

Figure (12) illustrates the plate temperature Vinawith dimensionless
time, ( = tv/L? at different relative humidity. One can recognthat at a certain
relative humidity, the plate temperature decreatiéis time and this decreasing is
due the increase in the frost layer thickness whietreases the rate of heat transfer
between the free air stream and the plate surfidoe frost layer works as a growing
insulator with time. The higher the relative hurtydithe higher the rate of this
degradation can be observed.

Figure (13) shows the relation between plate teatpeg and dimensionless ,
(t = tv/L?) at different air temperature while relative hdityi is 52%. It is deduced
that the plate temperature decreases with both dingeto the growing frost layer
insulating process.
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0 T T T T T 0 T T T T
r 100 | ]
a O RrHesenf
- X RH=52%)

-12- O

12+

Plate Temperature, Tp (°C)
&
T T
Plate Temperature, Tp (°C)
[e]
T

-16- -16-

1 1 1 1 1 1 1 1 1 1
0 0.2 0.4 0.6 0.8 1 1.2 0 0.2 0.4 0.6 0.8 1 1.2

Dimensionless time Dimensionless time
Fig.(12). Average plate temp., versus Fig.(13). Average plate temp., versus
dimensionless time at varying dimensionless time at varying air
relative humidity. temperature.

8.2 Frost collected mass

Figure (14) illustrates the relation between frostss collected (total mass from the
plate and dimensionless timet € tv/L? at different relative humidity. One can
observe that the increase of the collected frostsmwith time which is reasonable
due to the increase of the water vapor frosted ftloenair stream as the thickness
and density of the frost layer increases with tifso, it can be observed that the
collected frost mass increases with the increasgbheofelative humidity for the same
air temperature due to the increment of moistungtertt available in the same air
stream subjected to be frosted on the plate.

Figure (15) illustrates the relation between frasass collected and
dimensionless time at different relative humidi@ne can find that the frost mass
collected increases with time at any air tempeeatlr a certain time the collected
mass increases with increase of air temperaturthésame relative humidity as the
air moisture content increases and so the abifitshanging a bigger part of it into
frost is substantial.

8.3 Frost thickness:

One can illustrate that the relation between ftiskness and dimensionless time at
different relative humidity from Figure. (16). & noticeable that the frost thickness
increases with time as the frost layer accumuladésy, one can notice the higher
increase in the frost thickness at higher air imsdahumidity for the same air
temperature.

Figure (17) illustrates the relation between frittkness and dimensionless
time at different air temperature; one can dedbeeiricrease of the frost layer with
time and with air temperature as the frost layeuawlates due to the increase in
the moisture content.
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time at Tair=21 OC.

8.4 Coefficient of performance
Figure (18) illustrates the relation between therage coefficient of performance and
dimensionless time at different relative humidibyie can recognize the coefficient of
performance decreasing with time for a range fra®15%) due to the frost layer
blockage and so degrading heat transfer process sandhcreasing the average
compressor work done and increasing the frost ibisk above the plate. Figure (19)
illustrates the average coefficient of performaand dimensionless time at different air
temperature; one can recognize that the decreabicoefficient of performance is due
to the growth of frost layer with time within a genof (10-15%)Due to the previously
noted, frost layer blockage, the compressor wanleases.
8.5 Effect of dimensionlesstime on heat and mass transfer coefficients
Figure (20) illustrates the relation between thectiaverage heat transfer coefficient
and dimensionless timat constant air temperature. The heat transferficieft
increases during

the early stage, while it decreases uniformly wiithe after that as the frost
layer acts as heat transfer blocker.
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Fig. (18). The coefficient of performance Fig.(19). The coefficient of performance
versus dimensionless time at Tair= versus dimensionless time at
200¢C. R.H.=52%.

Figure (21) illustrates the relation between thmeetaverage heat transfer
coefficient and dimensionless time at constanttikedahumidity. The heat transfer
coefficient increases uniformly with time, Also,ethair temperature is inversely
proportional to the heat transfer coefficient.
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Fig.(20). Time average heat transfer coeff. Fig.(21). Time average heat transfer coeff.
versus dimensionless time at Tair= and dimensionless time at
200C. R.H.=52%.

Figure (22) illustrates the relation between thessnansfer coefficient and
dimensionless time at constant relative humiditgifferent air temperature. It is
clear that the mass transfer coefficient increasgf®rmly with time and the lower
the air temperature, the higher the mass transtficient.

Figure (23) illustrates the relation between treessntransfer coefficient and
dimensionless time,T(= tv/L? at constant relative humidity at different air
temperature. One can observe that the mass traoestficient increases uniformly
with time and the lower the air temperature, thighar the mass transfer coefficient.
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Fig.( 22). Time average mass transfer coeff. Fig.( 23). Time average mass transfer coeff.
versus dimensionless time at Tair= versus dimensionless time at R.H.= 5.
200C.

8.6 Effect on dimensionlesstime on Nusselt and Sherwood numbers

Figure (24) illustrates Nusselt number and dimamsss time at constant air
temperature and different relative humidity. Itoisserved that Nusselt number has
the same trend of the heat transfer coefficienNasselt number increases during
the early stage, while it decreases uniformly withe after that as the frost layer
acts as heat transfer blocker.

Figure (25) illustrates the relation between Nlissaumber and
dimensionless time at constant relative humidity different air temperature. The
average Nusselt number increases uniformly wittetand the air temperature is
inversely proportional to the average Nusselt numbe
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Dimensionless time Dimensionless time
Fig.(24). Time average Nusselt number versus  Fig.(25) . Time average Nusselt number versus
dimensionless time at Tair= 200C. dimensionless time at R.H.= 52%.

Figure (26) illustrates the relation between Shexvaumber and dimensionless
time at different relative humidity and ambient marature of 28C. It is clear that
Sherwood number increases uniformly with time draldwer relative humidity led
to a significant decrease in Sherwood number. Ei§27¥) shows Sherwood number
versus dimensionless time at constant relative diyniand different air
temperature. It is clear that Sherwood number as®e uniformly with time and the
lower the air temperature, the higher Sherwood rarmb
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Fig.(26). Time average Sherwood number Fig. (27). Time average Sherwood number
versus dimensionless time at Tair= versus dimensionless time at
20 OC. R.H.=52%.

8.7 Comparison between present experimental and previous results

Figure (28) represents the mass of the frost actateul variation with
dimensionless time for the present experimentakvemd Gacet al[21] numerical
study at the same air temperature, relative huyidind plate temperature .1t is
clear that the mass accumulated from the presedehi® higher than that of Ga
al.[21] and this is due the difference in the surfaceas between the present and
previous work.

Figure (29) represents the frost thickness variatiith dimensionless time
for present model and Ga al[21] at the same air temperature, relative humidit
and plate temperature. It is observed that the eoisyn between the two models
shows a fairly in a good agreement.
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Fig.(28). Comparison between the present Fig.(29). Comparison between the present
experimental data and the model of experiments and the model of Gao
Gaoet al. [21] for the collected mass. et.al. [21] of the frost thickness.

8.8 Heat and mass transfer correlations

The heat and mass transfer experimental resultscarelated. The affecting
parameters are the following: mass flow rate, that flux, the plate length, density,
thermal conductivity, and temperature difference tbermal diffusivity. These

correlations can be expressed as follows:
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Nu = 2.46 Ra"™*! (27)
Sh =2.01437 Ra®??7%57 (28)

The correlations (27) and (28) are valid for; 10* <Ra < 1.2x1Bwithin error of +
12% for Nusselt number and + 10% for Sherwood nurabeshown in Figs.(30) and

31).
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Fig.(30). Comparison of Nusselt number Fig.(31). Comparison of Sherwood number
between the present experiments between the present experiments
and the calculated results for (104 and the calculated results for (104
<Ra < 1.2x106 ). <Ra < 1.2x106 ).

8.9 Comparison between the present theoretical and experimental results:

Figure (32) shows the relation between theoretoal experimental average Nusselt
number and Rayleigh number. One can observe thadthrage Nusselt number in
both cases take the same trend but the experiments is higher than the

theoretical; this is because of the assumptionscaristant properties in the

theoretical model.
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9. CONCLUSION
This study presents a mathematical model to predetfrost layer growth and the
characteristics of its heat and mass transfer lnplowg the air flow with the frost
layer assuming the frost as a porous media. Alke, éxperimental facility is
developed and constructed to investigate the fgostvth process. The following
remarks are concluded:
1- The frost layers accumulation causes degradatidhe performance of the heat
exchanger
2- The heat transfer coefficient is inversely pmtijpmal to the dimensionless time
and accordingly Nusselt number.
3- Due to the degradation in the performance ofhibat exchanger, subsequently
the decrease in the COP will be significant as:
* The system coefficient of performance decreasdsirwé range of (10% -
15%).
« The average Nusselt number varies within a rand&5%o - 30%).
e The average Sherwood number varies within a rah(®566 - 40%).

10. REFERENCES
[1] Kennedy, L.A., and Goodman J., "Free Convectiteat and Mass Transfer
Under Conditions of Frost Depositigrint. J. of Heat and Mass Transférol.
17, No. 4, (1974), pp. 477-484.
[2] Marinyuk, B. T., "Heat and Mass Transfer unéeosting Conditions"int. J. of
Refrigeration Vol. 3, No. 6, (1980), pp. 366-368.



74 G.I. Sultaret al.

[3] Ostin, R. and Andersson, S., "Frost Growth Raaters in a Forced Air Stream
"Int. J. of Heat and Mass Transfarol. 34, No. 4-5, (1991), pp. 1009-1017.

[4] Tao, Y.X., Besant R.W. and Rezkallah K. S., Mathematical Model for
Predicting the Densification and Growth of Frost arFlat Plate'Int. J. of
Heat and Mass TransfeYol. 36, No. 2, (1993), pp. 353-363.

[5] Le Gall, R., Grillot J. M. and Jallut, C., "Meting of Frost Growth and
Densification”, Int. J. of Heat and Mass Transférol. 40, No. 13, (1997), pp.
3177-3187.

[6] Wu, X. M. and Webb, R. L., "Investigation ofetPossibility of Frost Release
From a Cold Surface'Experimental Thermal and Fluid Scien@#, No. 3-4,
(2001), pp. 151-156.

[7] Fossa, M., and Tanda, G., "Study of Free CotiwecFrost Formation on a
Vertical Plate",J. of Experimental Thermal and Fluid Sciendfl. 26,
(2002), pp. 661-668.

[8] Cheng, C.H., and Wu, K. H., "Observations ofli&tage Frost Formation on
a Cold Plate in Atmospheric Air Flowd, of Heat TransferVol. 125, (2003),
pp. 95-101.

[9] Lee, K.S., Jhee, S., and Yang, D., "Predictbthe Frost Formation on a Cold
Flat Surface"Int. J. of Heat and Mass Transfevol. 46, (2003), pp. 3789—
3796.

[10] Cheng, C., and Shiu, C. "Oscillation Effects Brost Formation and Liquid
Droplet Solidification on a Cold Plate in AtmospiceAir Flow", Int. J. of
Refrigeration Vol. 26, (2003), pp. 69-78.

[11] Shin, J., Lee, H., Ha, S., Choi, B., and L&g,"Frost Formation on a Plate
with Different Surface Hydrophilicity"lnt. J. of Heat and Mass Transfarol.
47, (2004), pp. 4881-4893.

[12] Lee, K. S., and Yang, D., "Dimensionless Clatiens of Frost Properties on a
Cold Plate"|nt. J. of RefrigerationVol. 27, (2004), pp. 89-96.

[13] Yang, D., and Lee, K. S., "Modeling of FrogtiBehavior on a Cold Plate",
Int. J. of RefrigerationVol. 28, (2005), pp. 396—402.

[14] Lee, Y. B., and Ro, S. T., "Analysis of theokt Growth on a Flat Plate by
Simple Models of Saturation and Super Saturatiah",of Experimental
Thermal and Fluid Scienc®pl. 29, No. 6, (2005), pp. 685-696.

[15] Tso, C. P., Cheng, Y. C., and Lai, A. C. KQyhamic Behavior of a Direct
Expansion Evaporator Under Frosting Condition, PaRistributed Model",
Int. J. of RefrigerationVol. 29, (2006), pp. 611-623.

[16] Xiaomin, W, Wantian, D, Wangfa, X, and Limingl., "Meso-scale
Investigation of Frost Formation on a Cold Surfade"of Experimental
Thermal and Fluid Scien¢&ol. 31, (2007), pp. 1043-1048.

[17] Getu, M., and Bansal, P. K., "Modeling and fBenance Analyses of
Evaporators in Frozen-Food Supermarket Display @dbi at Low
Temperatures'int. J. of Refrigeration30, No. 7, pp. 1227-1243.



Frost Formation and Heat Transfer over Flat PlatgpBrator 75

[18] Piucco R. O., Hermes C. J. L., Melo, C., aratli®sa, J. R., "A Study of Frost
Nucleation on Flat SurfacesExperimental Thermal and Fluid Sciendéol.
32, No. 8, (2008), pp. 1710-1715.

[19] Gupta J. K., Gopal M., and Chakraborty, S.,0tMdling of a Domestic Frost-
free Refrigerator|nt. J. of RefrigerationVol. 30, (2007), pp.311-322.

[20] Laguerre O., Remy, D., and Flick, ,DAirflow, Heat and Moisture Transfers
by Natural Convection in a Refrigerating Cavityl:, of Food Engineering
Vol. 91, (2009), pp. 197-210.

[21] Gao, B., Dong, Z., Cheng, Z., and Luo, E., hiarical Analysis of the Channel
Wheel Fresh Air Ventilator under Frosting CondisbnHVAC Technologies
for Energy EfficiencyVol. 4, (2006).



76 G.I. Sultaret al.

P e o Akl 0555 Byl el Uil

Byi I ds domws ¢ Olinw domes ¢ Ll aedt M TOlake Jlor
W—@M/—@M/@@@W/w’
Loped] =iy — weadl dnolg dnlipd| 445

Email: gisultan@mans.edu.eg

(S EARVAVAS I RSN CEIS ERRVA JA SE JEHIPNL))

e 58 Sl el Sy 551 A IS Y dkenas &5 By Joe & Ayl ada 3 ol jasdde
Ul & L5 ol ©¥olag 5 plall oy ¢ 4l ) 3. adiall 22k 0 4S5 e 3, prda
el B3 (BB, 0Ll OF (255 £5 il pde Bl 3 58 Al BUall 5 3 41 2S5 Ol ol
A B0 el oLl 3 ) 1 2laSTN Uil e ot (359 5l1 sU )l 1S 5,305 5L
& (Fluent 323 538l sl dejor plsunaly Gald) (3 5390 (o 5 a0l &y ylay wWolall Jo ¢ 3
el b pdoall Bk ey BUS5 eyl 3514 B s w58 LAY G55 O el

.w,,:jw);qgs,wxjM\jsjn}\dwcyiju\gwc
RSP S CUNVIN R SYRS FRVNTPS: PIRTS.§- 3 PN S PROI i 5 NS WGRU g P
S 05 LIS 5 dkealt Cylamdl g el Jab e Jaoe Ul Ll s dgdl 3 LIS 5L a8V
Tl o Bl Byt Gy lall 3 ol fes fy rtall ey SIS 5 4,2 IS Dlg 3 sl
G y> Jaeugiag 10N JI FEN (o S Al Aisbo s Y0 LY 0 (g g elsdl 5l
AW a0l X106V, Y V28 oy S50 JalaS (ki) @) (sobe sl 5 %V 2 = Ly el 5
30 ool Jalae 2l sl o o dd 2ab 055 e Ayl oda i U35 ) JI 0 e
8 e AT 210 G sl Ay Jaw gl i 035 05 TNO 5 TN Y G sl Ay )

A 2'—Y0wcjw3@qhﬂ‘3ﬁﬁﬁ’i’(‘5)



Journal of Engineering and Computer Sciences
QassmUniversity, Vol. 5, No. 1, pp. 77-92 (January 2012/Safar 1433H

Numerical Simulation of Mixed Convection from
Longitudinal Finsin a Horizontal Rectangular Channel

A. S. Alosaimy
Mechanical Engineering Department, Faculty of Engineering,
Taif University, Taif 21974, Saudi Arabia
al osai my@yahoo.com

(Received 18/4/2011 accepted for publication 4/11/2011)

ABSTRACT. A numerical investigation was undertaken to inggge heat transfer in three-dimensional
laminar mixed convection heat transfer from longit@l fins in a horizontal rectangular channel.
Numerical simulations were conducted at differéntspacing, Reynolds number of 1500 and modified
Rayleigh number of 4 x 1Gand 2x 18 for fin to channel height ratios of 0.5 and 0.¥&lidity of the
modelling technique is verified by comparing congpiainal results with corresponding experimentahdat
from literatures. The numerical model is able tawdate the mixed convective flow through a rectdaigu
channel subjected to constant heat flux heatingntéary conditions. The predicted heat transfer
coefficient and local Nusselt number distributidrows a good agreement with the experimental results
and its improvement with higher channel heightorati the expense of increased pressure drop atmss
longitudinal fins.

Keywords: longitudinal fins, mixed convection, Numerical silation.

NOMENCLATURE

A channel cross sectional ared, m

Co Specific heat, kJ/ kg

f friction factor

Dy channel hydraulic diameter, 4A/P, m

G gravitational acceleration, ry/s

Nay average convective heat transfer coefficient, #/m
H channel height, m

Hs fin height, m

k air thermal conductivity, W/m K

L channel heated length, m

Lm length of te model, m

NUay average Nusselt number, Mth, Dk

NUyx local Nusselt number, NgF Geon D/ ((Twx-Tin) K)
p pressure, Pa and perimeter, m

Cleon Convection heat flux, W/fn

Ra modified Rayleigh number, Re(gB0conDn")/ (K av)
Re Reynolds number, Rex Dn/v

S fin spacing, m
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temperature, K

local wall temperature, K.
u-velocity componente, m/s
streamwise bulk velocity, m/s
v-velocity component, m/s

half channel width, m

axial distance along heated wall,m
x-coordinate direction
y-coordinate direction
z-coordinate direction

thermal diffusivity, s

thermal expansion coefficient, 1/K
kinematic viscosity, Afs

density, kg/m

shear stress, Nfm

average
fin
inlet
wall
x-direction
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1. INTRODUCTION
Fins are widely used to enhance convective heasfieain engineering applications
such as solar collectors, heat exchangers, HVACusiigs and substation
transformers. Many types of flat fins have beerspmed by Shah and Sekulic' [1].
The most common were the plain, wavy and interdiied the first types of fins
were used in those applications in which the pmesdrop is quite low.

Krikkis and Razelos [2] presented correlations dptimum dimensions of
longitudinal rectangular and triangular radiatingpsf with mutual irradiation.
Kasbiouiet al. [3] studied the heat transfer and fluid flow byxad convection in a
vertical rectangular cavity containing adiabatictiians attached to the heated wall.
The parameters of Rayleigh number, Reynolds nundmspect ratio of the cavity
and the aspect ratio of the micro cavities weresittared. The results indicated that
the heat exchange between the system and the aixtasdium, through the cold
wall and the upper vent, were considerably affebigthe presence of the partitions.

Experiments were performed by Maughan [4] to deigensecondary flow
development and Nusselt number distributions farif@ar mixed convection in the
thermal entry region of a parallel plate channehtéé uniformly from below.
Longitudinal distributions of the local Nusselt npen initially followed forced
convection. Subsequent mixing associated with thesldpment of secondary flow
caused Nusselt numbers to rise to an initial marinmefore decreasing slightly and
assuming a fully developed value. Tiwade and Path§s] investigated
experimentally the performance of continuous lamdjital fins solar air heater.
They demonstrated that the addition of continuaugitudinal fins to the upper or
bottom side of the absorber plate improves the traasfer rate. Also, it is found
that effective heat transfer coefficient is maximdion the smallest pitch of the
longitudinal fins, in addition the friction fact@nd pressure drops are found lowest
with largest Reynolds number.

Mixed convection heat transfer from longitudinahdiinside a horizontal
channel has been investigated by Dogan and Siwri&lin the natural convection
dominated region for a wide range of Rayleigh nuratend different fin heights
and spacing. An experimental parametric study wadenrto investigate effects of
fin spacing, fin height and magnitude of heat fxmixed convection heat transfer
from rectangular fin arrays heated from below imo@izontal channel. The optimum
fin spacing to obtain maximum heat transfer hag béen investigated. Experiments
were conducted for Reynolds number of 250 and remtiRayleigh numbers
ranging between 3 x 1@nd 6 x 18 The results showed that the dimensionless
optimum fin spacing to channel height (S/H) whicielgs the maximum heat
transfer is betwee®’H = 0.08 andSH = 0.12. Results also show that optimum fin
spacing depends on modified Rayleigh number andhdight. They conducted the
same experiments with different inlet condition$ [Experiments were conducted
for Reynolds number of 1500 and modified Rayleighmbers ranging between
3 x 10 and 8 x 18 The results showed that the dimensionless optifiirspacing
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to channel height (S/H) which yields the maximumathéransfer is between
SH =0.08 andSH = 0.09.

Numerical investigation of shrouded fin array undembined free and
forced convection was studied by Al-Sarlkial. [8]. It is concluded that Nusselt
number is significantly enhanced by the effectbudyancy in the mixed convection
regime.

Biswas et al [9] carried out numerical computatioh laminar mixed
convection flows and heat transfer in a rectangul@nnel with geometrical fin
configuration to represent a part of gas-liquidy-dipe cross flow heat exchanger
(gas side). The mixed convection condition wagattarized by buoyancy induced
secondary flows leading to increase the vortexngtte and improve the heat
transfer. Wu and Perng [10] studied the simulatibnlaminar mixed convection in
a horizontal channel containing heated blocks. &ffiect of an oblique plate on the
heat transfer improvement was obtained. Thesetseshbw that the installation of
the plate can improve the heat transfer and fled finstability.

Yalcin et al [11] investigated the effects of clace parameters on the
steady-state heat transfer. A finite volume bas&f €ode was used in order to
solve the three-dimensional elliptic governing dgues. The numerical results have
been compared to existing experimental values frihva literature and the
comparison showed a good agreement. It was fowatdhb heat transfer coefficient
increases with the increase in the clearance paeamed it approaches to the value
of heat transfer coefficient obtained for un-shredidin arrays. Four basic fins of
the plate-fin heat exchangers have been modellddsanulated by Zho and Lee
[12]. Three-dimensional numerical simulations oa flow and heat transfer in the
four fins were investigated and carried out at famniflow regime. Validity of the
modelling technique was verified by comparing cotafianal results with both
corresponding experimental data and three empicmaklations from literatures.

The objective of the present study is to perforrmexical three-dimensional
simulation of mixed convection heat transfer framditudinal fin arrays in a horizontal
channel. The validity of the calculations was Vetifoy comparing the computational
results with corresponding experimental data of Dogan and Sjkrig7]. All
computations were performed using ANSYS FLUENTQED code.

2. MODEL DESCRIPTION AND SIMULATION
The problem analyzed in this study involved coniectheat transfer in a
rectangular duct with longitudinal fins of 1 mm dkiness each attached to the
bottom wall. The computational domain of the pbgbkproblem is shown in Figure
1. The problem is modeled using one face as synur@ane along the flow. By
exploiting the symmetry of the flow field in theapwvise direction, and the width of
the computational domain is reduced to half of dbtual width of the duct (W =
0.15 m ) with channel height H of 0.10 m. The léngtthe model L, is equal to 1.0
m and consists of unheated entrance regigrol.0.20 m, heated wall involving
longitudinal fins L of 0.60 m and finally the unted exit region L, of 0.20 m. Two
fin heights H are considered in this investigation to satisfyteight ratios HH of
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0.25 and 0.50. Thin aluminum fins of 1mm thick aensidered with different
spacing S.

Calculations were carried out using inlet Reynotdsnber of 1500 and
modified Rayleigh number Ra* of 4 x 18nd 2x 16 for fin to channel height ratios
H/H of 0.5 and 0.25 respectively. In the experimemesults of Dogan, M.,
Sivrioglu. [7], it has been shown that values ofHRirdson number for fin heights
Hy/H= 0.25 and 0.50 at different fin spacing ratindicates the dominant effect of
mixed convective heat transfer for these conditiexygerimental.

The steady laminar three-dimensional momentum amdgy equations are
solved numerically (using finite volume scheme) eibgr with the mass
conservation equation to simulate the thermal aedlow fields. The equations are
expressed in the Cartesian tensor notation anch diye

Symmetric

Plane)/

~

Flow

Fig.(1). Three-dimensional computational model.

Mass conservation equation:
a . .
7 (PU) =0 (1)
Momentum equation
d dp d
—lyu )= ——4+—T1;; in & BT —T.,
axj [ 1 ) ax; + axj 13 + p!nﬂlﬁ( ..;) (2)
where
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_ (ﬂ'u._ + du; 2 5 ﬂul') 3
Tij =M dx; dx; 3 ij axy, 3

Energy Equation:

g e
d_xj {PCT}U]T) - a_._J (h d':e]) @

Here the coordinate direction is referredXxgX= X, Y, Z), and the velocity

component in such direction is represented.lp)( u=uyv, W).

In the present study all computations were perfarmeing ANSYS
FLUENT 12- CFD code. The simulation of three-dinenal flow was adopted
with assumption of steady laminar flow conditiof$ie momentum and energy
equations governing the fluid motion and the endrgpsport for incompressible
flow were solved through the Finite Volume Methating a three-dimensional
formulation with the SIMPLEC-algorithm for presswelocity coupling.

The mesh consisted of 247197 binary nodes and 65Ra€rilateral wall
faces at heated rib-channel interface. The intefdmes were counted as 59792
quadrilateral in the ribs and 2596146 (triangular)the channel area. In total
1310871 mixed cells were generated for the entivdeh The exterior walls of the
channel were set as isothermal and the bottomwaalsubjected to a constant heat
flux. Average values of heat transfer coefficient avaluated from the following
expression:

1
h, = [hda 5)

3. RESULTSAND DISCUSSION
3.1 Heat transfer coefficient, local temperature and Nusselt number
The comparison between the predicted values aneXperimental results published
by Dogan, M., Sivrioglu [7] are presented in Figu&4. The Effect of fin spacing
on the variation of average convection heat transbefficient i, is presented in
Figure2. It is shown that the predictions are dbleatch the optimum of the,at
fin spacing S= 8 mm as well as the experimentalltfesHowever, discrepancies
between the present numerical predictions and thdighed results are evident in
both cases of modified Rayleigh number. The avehage transfer is overestimated
except for fin spacing greater than 12 mm at R&%ax 10. The maximum
deviation between the numerical and the experinheesalts is 7.6% compared with
an uncertainty of around +6% for the experimengalits.
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Fig.(2). Variation of average convection heat transfer coefficient with fin Spacing.

The variation of dimensionless temperature and lldéasselt number
distributions with the main flow direction are showm Figures 3 and 4 for different
modified Rayleigh number , fin heightsyH= 0.25 and 0.50 for the same fin
spacing ratio S/H=0.08. It is seen that the nucaérand the experimental results
have the same trend and the dimensionless tempeiatunderestimated up to 80%
of the heated wall length. This results are assediavith higher predicted local
Nusselt number, and the predicted maximum dimetessrtemperature is close to
the expgrimental value for fin height/H= 0.50 at modified Rayleigh number Ra*
of 4 x 10.
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Fig. (4). (a) Variation of the temperaturedistribution and (b) variation of local Nusselt number
with the main flow direction (SYH=0.08 and Hf /H=0.50)

3.2 Temperature profiles

The temperature profiles on the heated bottom wéh 16 Longitudinal fins is
shown in Figure (5). It is clear that the tempeamtucreases in the streamwise flow
direction. The temperature at the side wall of ¢thannel increases near the exit
section. This may be attributed to the very loyogéles at the corner of the channel
located between the bottom and the side wall.

———]
L e anTTES=SS ==
e e — —— — . ] ;
———————————] e T
S —— - —
e, . —
T — = — — -
e e ————————
— - :—:‘—.__— _——-'-_—=r-__'_-=
— e : — — — =
—— — = - -
e ———— —
I _ - - -~ - 4
T —
[ i R S — e —_— —]
. e =
T e e e
e e e can = e = S i
e e
e — -_—
=== == -S|

Symmetric plane
Near Inlet Middle Section Near Exit

Fig. (5). Temperature profiles on the heated wall ( SYH=0.08 and H/H=0.50).



86 A. S. Alosaimy

The temperature profiles across and along flow sgtrimplane are shown in
Figures (6 and 7) for the case of S/H=0.08 andH#D.50. It is clear that
temperature gradients are evident due to heatférafrom bottom wall and the
walls of fins. Higher temperatures are shown betwdles and in particular at the
proximity of the bottom wall. A large region of tlikict outside the fin grooves is
occupied with air having the same temperature Wt inondition. This region is
extended along the flow up to the middle sectiothefduct.

3.3 Velocity profiles

The velocity vectors plots along the flow and vépcomponent v at symmetric

plane are shown in Figures( 8 and 9). The flow eiéiks at the upper region, which
is not occupied by fins, shows a lower values cawgbavith the velocities at the

region between fins. In addition, such region reactihe fully developed profile of

streamwise velocities as shown in Figure (10). pbak streamwise velocity tends
to have a maximum value at the central sectiom@fdtuct. The magnitudes of the v
velocity components near the inlet section of thetdexhibits negative values to
indicated a downward flow at this region. This tfibuted to the weak effect of

heat transfer at the inlet section of the ductdoé the air upward due to low
temperature as presented in Figure (8). However tolthe higher temperature near
the exit of the duct, the cross flow velocity shadvigher positive values between the
fins except a small region close to the sidewathefduct.

Gy Gn Uy Uy Gy Oy Py Oy Gy &P Py Fh Jh 0 &
(7) 0,000 77507, 07577092, 02, 0002, 00 %% T, K

Fig. (6). Temperatureprofilesacrosstheflow at xw/L =0.5 (SH=0.08 and Hf/H=0.50).



Fig.

Numerical Simulation of Mixed Convection from

Near Inlet

Middle Section NeadtE
(7). Temperature profilesat symmetric plane ( SH=0.08 and Hf/H=0.50)

I e

0.0 0_ 0. 0 0 _0_0_ 0,0 0. 0. 0,0
D% G W T 5 e

0 e e s

Near Inlet

Middle Section Né&adit
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87



88 A. S. Alosaimy

I
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Fig.(9). Velocity profilesacrosstheflow in y-direction (SH=0.08 and Hf/H=0.50).
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Fig.(10). Velocity distributionsat symmetric plane (S'H=0.08 and Hf/H=0.50).

3.4 Friction factor

The pressure drofAp is defined as the calculated difference betwéenchannel
inlet and the channel exit of the model, and tieiém factor f, which measures the
dimensionless pressure drop, is given by:

Ap D]._
f %puz (4Lm (6)
The effect of fin spacing (S/H) on the friction facfor fin to channel height
ratios (H/H) of 0.25 and 0.5 are shown in Figure 11. It asiced that, the friction
factor increases significantly with decreasing #pg;cratio and increasing the
channel height ratios. This is attributed to thewflresistance generated by the
presence of longitudinal fins. The number of fins §S/H) =0.04, 0.08 and 0.12 are
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59, 32 and 12 respectively and more flow resistearud hence pressure drop are
expected for higher number of fins or lower valeéschannel spacing to height
ratio.

By investigating Figures (2 and 11), it is seert tie average convection
heat transfer coefficient can be improved with kigkkhannel height ratio at the
expense of increased pressure drop across thetudingil fins. The results of
calculations showed that, at fin spacing (S/H)=0.68& average heat transfer
coefficient is increase by 12.3% with increasingHteights (Hf/H) from 0.25 to 0.5.
This improvement is associated with an increaggessure drop by 23.1%.

friction factor, f
o
i

2

i 2

D Il | | Il |
0 0.05 0.1 0.13 0.2

Fin Spacing, (S/H)

Fig. (11). Effect of fin spacing on thefriction factor.

4. CONCLUSIONS
Results from numerical simulations of three-dimenal laminar mixed convection
heat transfer from longitudinal fins in a horizdmactangular channel are validated
by experimental work given in literature. Numericinulations are conducted at
Reynolds number of 1500 and modified Rayleigh nunatfet x 10 and 2x 16 for
fin to channel height ratios of 0.5 and 0.25 retipely. The following conclusions
may be drawn:

1- The predicted average convection heat transferficmaft at various
configurations of fin spacing and height ratios whoa good agreement
with the experimental results.

2- The streamwise velocities between fins reachedulhe developed profile
and the heating of bottom wall affected the dim@tf cross flow velocity
component downstream of channel inlet section.
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3- The friction factor of three-dimensional laminarxetd convection heat
transfer from longitudinal fins is significantly dreased with decreasing
spacing ratio and increasing the channel heigldsat

4- The average convection heat transfer coefficiemt lsa improved with
higher channel height ratio at the expense of aswd pressure drop across
the longitudinal fins.
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