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Abstract. The present paper deals with the reliability asialyof El Houareb earth dam (Tunisia). A
conventional Three-dimensional limit equilibrium adysis has been performed for the dam using
CLARA computer program. Also a simplified reliabjliassociated with particular failure mechanism, is

considered. The Spatial variability of soil propestis represented by a random field. The global
probability of failure of El Houareb earth dam ten investigated.

Keywords: Earth Dam, Reliability Analysis, Three-dimensiohahit Equilibrium Analysis
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1. Introduction

Recently progress has been made in the applicatigorobabilistic approach to

geotechnical engineering problems. It appearsttieprobabilistic techniques offer
the only systematic way of treating and reducingeutainty within the design

process. Moreover, it is only in terms of probapithat the degree of uncertainty
can be related quantitatively to the reliability tob engineering and geotechnical
design of earth dam [1]. The correlation of mecbahniand physical properties
between two points in space within a dam exists [2]

Risk assessment of embankment dams must addresscboesequence of
dam'’s slope failure and hazard or probability dfuf@ (or reliability index), both
require an understanding of the failure mechanisiorder that the probabilities can
be addressed.

2. Reliability Analysis of Earth Dams
Geotechnical engineering reliability analysis isoerned with finding the reliability
or probability of failure (or reliability index) o$tructure or system. The benefit of
reliability analysis in geotechnical engineeringnche summarized in the few
following points:

- to highlight the uncertainties in design of thesteuctures. Reliability
analysis plays a major role in considering the uagaties influencing the design of
earth structures. For example, an optimum procefturdesign of an embankment
can be discussed where there are uncertaintiegegtrd to a stability problem.

- allow the geotechnical engineer to quantify tlitee of various failure
preventive measures on these structures in ordéewelop both, an inspection and
maintenance programs.

The capacity-demand is the simplest and most etiliznodel for the
reliability evaluation of most geotechnical struets; in particular existing earth
dams. In this model, the question of interest éghobability of failure related to a
load event rather than the probability of failuréhin a time interval. Reliability
assessment methods are being adopted to developgtiteus risk-management
programs. Implementing the programs will ensuré¢ the safety is maintained to a
robust and acceptable level.

The reliability analysis typically includes the lfoling steps:

- Establishing limit states,

- Identifying failure modes,

- Formulating limit state functions,

- Analyzing uncertainty,

- Evaluating reliability, and

- Assessment results.

The reliability index of earth dams is commonly @éakas the value
corresponding to the failure surface associatetl minimum reliability index. The
conventional factor of safety is defined as theoraf limit capacity of soil to a
demand in terms of loads, as follows:



Reliability Analysis of EI Houareb Dam Kairouan... 10¢

in which:

R: The capacity (resisting force or resisting motjjeand

S: The demand (driving force or driving moment).

In probabilistic modeling of safety, R and S areumsed to be random
variables. Let{(r) and £(s) be the probability densities functions of valés R and
S. The probabilistic measure of safety is the podia of failure, B in which
should be smaller than certain reference valuea pebri. The probability of failure
is defined as (failure occurs if R<S):

R
P, = P(g < 1) )

Assuming statistical independence between the blasaR and S, the
probability of failure can be expressed as:

P, = _[fs(s)(__[fR(r)erds 3)

The use of formulation (3) of probability of faieimakes the simplification
possible only for certain types of distribution®fand S such a normal distribution.
In such case the notion of safety margin, MS=R-&¢€ll 1970) can be introduced.
It is Possible to derive the density functigr(MS) of the random variable MS and
the risk of failure is given as:

P, = [ fus(MS)(m9 4)

In general, the calculus of the integrals in theecpding equation is
particularly cumbersome. In this case, the safetyefined by the reliability index,

B, as [3]:

®)
in which:
E{MS}: Expected value of MS; andys: Standard deviation of MS, p

Equation (5) provides a simple quantitative basisdssessing the risk i.e.
probability of failure.
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The advantage of reliability index is that it caa determined from two first
statistic moments (mean value and variance) of giitiby density functions of R
and S without any assumption on the specific slofpleese functions.

However, embankments are considered as systemsosechpof several
“infinite” number of possible failure surfaces asisbed with different reliability
indices. Therefore, the global probability of faduof embankment is however, at
least for the moment, a complicated problem to larsihce correlation exists
between different failure surfaces. Subsequentlyg, dlobal probability of failure
will be investigated in the case study of El hobadam.

3. Case Study: El Houareb Dam
3.1 Description and Presentation
El Houareb dam (Central Tunisia) is selected asase cstudy to perform the
reliability analysis. The main objective of thisndds to contain Merguellil Wadi
Floods. El Houareb reservoir is a man-made watdsbbuilt on the Oued
Merguellil, 35 km east of Kairouan, for flood-cooitrand water-supply purposes.
Where the river emerges from the Dorsale, the veseis bordered by higher land,
but also has extensive flat shores. It retainswiagers which once flowed into
Sebkha Kelbia (Kairouan city, Tunisia). The avereggervoir depth is nearly 20 m,
but in periods of poor rainfall, it can remain cdatply dry for several years on end.
The water plant grows commonly in the reservoir pralides the main food-source
for wild fowl. The hydraulic characteristics of Hbuareb dam are:

- Area of basin pouring: 1,120 Km

- Total capacity: 95.3 x fon®

- Yearly average contribution: 70 >216r°.

El Houareb dam is founded on a sedimentary basins filled with a
Triassic, Cretaceous; Tertiary aged marine anddlusedimentary rocks fractured
rock mass on its right side. The dam has a heigB2aon and crest width of 8.5 m.
A berm of 40 m long located at the downstream St clay core, which provides
impermeable barrier within the body of the dam, &atoppy upstream, 6 m wide at
the top and 21 m wide at the foundation level. €bmpact~4 materials, Table (1),
were evaluated according to their maximum dry wsitght " gmay, Optimum water
content Wopy), specific gravity Gs), liquid limit (LL) and plasticity indexI), all the
parameters except specific gravity indicated thesirdble characteristic as an
impervious fill material. Engineering analyses floe proposed dam were performed
to evaluate a suitable dam section for the siteditioms and available on-site
construction materials, Figure (1).
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Fig. (1). Cross-section of El Houareb dam, Elevatiois in meters

Table (1). Geotechnical properties of soils and etir dam materials ¥ =dry density, c= cohesive
strength, @’=friction angle, E= Young’s modulus,v = Poisson ratio

Nature of soils y(KN/m% ¢ (Mpa) @' (°) E (Mpa) v (-)
Clay 20 0.07 20 30 0.30
Sand 20 0.08 20 20 0.30
Filter 20 0.09 30 20 0.30
Clay Hard Core 20 0.08 25 50 0.30
Embankment compacted 25 1.00 40 100 0.25

3.2 Equilibrium Limit Analysis
The program CLARA, 2D/3D [4] may be used to condtm Limit Equilibrium
slope stability analysis in two or three dimensiomkis program carries out the
analysis of soil or rock slope stability both imtit and seismic states. Moreover,
different modes of failure, including circular shd surfaces, ellipsoids, wedges and
compound surfaces, could be implemented in CLARRBARA provides a choice
of the method of analysis including the following:

- Fellenius's method,

- Bishop's method and uses 3D extensions of Bist®&implified,

- Spencer's method, and

- Janbu's method.

For the current study, the circular (Figure 2) atighsoid failure mechanisms
have been considered:

Table (2). The Factor of safety corresponding to thdifferent types of failure mechanism
FAILURE MECHANISM Factor of Safety

Upstream slope failure 2D 1.6
Upstream slope failure 3D 2.01
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Fig. (2). Analysis of upstream slope of el Houaredam using CLARA 2D to find the circular slip
surface.

An example of CLARA 3D analyses of El Houareb danshow in Figure
(3). For the reliability analyses of El Houareb daamly the ellipsoid failure
mechanism will be considered.

Fig. (3). Analysis of upstream slope of El Houad#m using limit equilibrium to find the ellipsoid
failure surface (3D extension of Bishop's simplifimethod, Clara 3D)

4. Reliability Assessment
4.1 Auto-Correlation Function
Spatial correlation has long been ignored in modgeliariability of soil properties.
However, the spatial dependency within the mediunoukl be considered,
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particularly in a strongly compacted soil such asthe dams [5]. To take into
account spatial correlation, it is possible to mote spatial variability of soil
properties with a spatial stochastic process afsmwk as random field [6]. In this
process, the variable exhibits auto-correlatiore tendency for values of the
variable at one point to be correlated to valuerestrby points. Recently, special
attention has been given to the role of spatiaretation. Some recent papers
dealing with this concept include those by Mrabet &iles [7].

Many studies stressed out the effect of existirtg-aorrelation on the results
of probabilistic models of compacted earth slopesyssis. Ignoring auto-correlation
is conservative and considerably more than de$8kdrhe analysis that considers
the typical auto-correlation distances resulteituction of probability of failure [9].

Extensive measurement program performed on eartis dach Mirgenbach
and Vieux-Pre dams [10] and others led to the amigh that, for such structures, a
significant spatial correlation exists. The infleen distance at which auto-
covariance becomes negligible is sensitive to thesttuction procedure as well as
the material nature, but is practically identicat &ll properties. A pronounced
anisotropy of the auto-covariance exists; the gaftdistance of influence is of the
order of meters, while the horizontal distancendiuience is of the order of tenth of
meters [7, 8]. Similar pattern has been found fa@chanical properties and the
exponential auto-correlation function for two diffat points within the compacted
soil of the El Houareb dam has been retained.

Due to the lack of data concerning the horizontabaorrelation function,
Anderson’s work (1981) is utilized to establish orkherefore, the following
function is obtained:

phorgx) = exp(_ ODGSX) (6)

4.2 Global Probability of Failure
The reliability index of earth dam is commonly talkas the value corresponding to
the failure surface associated with minimum religbi index. However,
embankment dams are investigated as systems cothpbseveral infinite number
of possible failure surfaces associated with défiferreliability indices. Therefore,
the global probability of failure of an embankmelaim is however, at least for the
moment, a complicated problem to handle since tzdfoa exists between different
failure surfaces. In practice, the reliability betwhole system may be governed by
a few subsystems or components. The calculatedapildly associated to the
critical failure surface constitutes a lower liroftthe global probability of failure of
El Houareb dam. Subsequently, we calculate theaglpbobability of failure in
respect to the following conditions:

- Ceros-section of El Houareb dam as considerethénabove analysis
(figure 1)

- Horizontal auto-correlation distance =60 m

- Vertical auto-correlation distance =3.1 m
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- Coefficient of variation of the cohesion of theHbuareb dam= 0.35
The dam is divided into a series of ellipsoids, ebhiare vertically
independents and separated by 3 m.

Table (3): Failure Probability

Hi (m) Fi Bi Pri
Om
Contact 2.01 3.45 0.025

Dam-Foundation

3 2.63 4.00 0.00013

6 2.95 4.23 0.0003

9 3.50 4.55 0.00002

12 3.78 4.80 0.000003

15 5.14 5.23 0.0000023

18 7.02 5.40 0.0000001

21 9.04 5.63 0.000000025
24 15.02 5.90 0.000000004
27 18.3 6.13 0.0000000032
30 25 6.23 0.0000000005

Hi = depth of the ellipsoid regarding the interfaeendfoundation (or the bottom of the dam)
F = Factor of Safety corresponding to the ellipsaitufe Surface number i.

£i = Minimum Reliability index corresponding to thiipsoid failure surface number i.

Pi = Failure probability corresponding to the elbygs failure surface i,

The global failure probability is calculated usihg following equation:

n
Poiobar =1~ (1_ Py ) ™
=
Which is found to be = 0.02. This value is closeh® value associated with
the critical ellipsoid failure surface shown in T@B3). This calculation shows that
the concept of global probability is coherent; ahduld be considered, later, as the
global probability of the project.
In reality, these results show that other souréemoertainty should be taken
into account including, but not limited to:
- Mechanisms of failure
- Properties of materials
- Entire history of dam behavior
- Ignorance of the auto-correlation function.
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5. Conclusion
The rational way to managing uncertainty in evahgathe safety and reliability of
El Houareb dam is to reduce it. The reliability lgss should include all sources of
uncertainty.
Similar reliability analysis could be performed ngiconditional random
field to evaluate the uncertainty related to spataiation of the material properties
within the dam based on quality control.

6. References

[1] Magnan, J. P Statistis Ses Methodes Statistiques et ProbalslisteMecanique
des solsPresse de 'Ecole Nationale des Ponts et ChasisBence (1982).

[2] Vanmarcke, E.H.Random fields: Analysis and Synthesifie MIT Press,
Cambridge, Mass., (1983).

[3] Benjamin, J., and Cornell, C.ARrobability, Statistics and Decision for Civil
Engineers McGraw-Hill, New York (1970).

[4] Hungr, O., “An extension of Bishop’s Simplifiedethod of Slope Stability to
Three Dimensions'Geotechnique, Vol3{), No. 1, (1987), pp. 113-117.

[5] Mrabet, Z. and Bouayed, A., “Probabilistic Rislssessment of Homogeneous
Earth Dams”, Proceeding of the Ninth International Conference on
Applications of Statistics and Probability in Cingineering, ICASP9San
Francisco, California (2003) pp. 367— 372.

[6] Mrabet, Z., "Geostatistics and short-term reliiédy analysis of homogeneous
compacted earth fills”, ENSMP, Fontainebleau, France, Cahiers de
GeostatistiqueJournees Gestatistique, No. 6, (1999), pp. 91-104

[7] Mrabet, Z. and Giles, D., "Probabilistic Risksgessment: A Key Tool for
Reducing Uncertainty in Geotechnical Engineerintgiyited paper.Third
International Conference on Computer Simulation Risk Analysis and
Hazard Mitigation, RISK 2002, Sintra, Portugé2002), pp. 3-14.

[8] Mrabet, Z., "Reliability Analysis of HomogenesuEarth Fills, A New
Approach”,Proceeding of the Eight International ConferenceAgplications
of Statistics and Probability in Civil Engineering;ASP8, Sydney, New South
Wales, Australia(1999), pp. 499 — 507.

[9] Cherubini, C. “Data and Consideration on therighility of Geotechnical
Properties of Soils"Proceedings of the Conference on advances in Safiety
Reliability: ESREL1997, (1997), pp. 1583-1591.

[10] Rossa, O. and Fry, J.JEXploitation des données recueillies sur la digue
Aubé. Rapport interne (1988).



11€ Khaled Khedeket al

drmedgd) dgyggaand) owgy )lagll Ud Sla ) fokod)
Tl g s e g e ek Al

Do gl g pl) Ll A1 LSl = A ol ¢ Ll Ll oS ™
khaledkheder@ymail.com

{_QJS//SM/QQYJJ/_’/J}JJJ tQ/JL.S&de..uJﬁ ‘{J,u @M%;JL:.:%/ o
zouthair.mrabet@yahoo.com
Dogned) Gyl AUl (g 21 sl A Gl cill) Tnnlid] s ™

alsinaidi@hotmail. com
(YONV/X/YE G 2l 155 YoV /V/YY 3 il o)

Y e Gsed) By )lsdl A Sl Yl Bl @i ol M ol jasde
¢ GUIS (CLARA) 1,38 5l o slaze VI £ Sl &G SB b 051l ol oL
Slee V) e ISl U Sleie 3 oY1 BV e G Slam ) 3 pedl 550 i)
I o 5 Eodl 1a I el 1a G Jlpiall Jadl 2] ¢ 430 et LU ool sl

et sl Slam Y ol Ui 5 sl i L5U Slpioenedd 2,91 BY 391 B30 Gl



Journal of Engineering and Computer Sciences
Qassim Universityyol. 4, No. 2, pp. 117-133 (July 2012/Rajab 1432H)

Superconducting Generator Stability Enhancement Using a Facts Device
R.A.F. Saleh

Electrical Engineering Dept., College of Engineering
Qassim University, Qassim, Saudi Arabia
ragaeys@yahoo.com

(Received 5/10/2010; accepted for publication @313

Abstract. Stability of the superconducting generator (SCQ Iy concern in developing this machine.
The paper here presents a method for enhancingitytalb a SCG connected to an infinite-bus system
using one of FACTS devices. In this method, a st&#ftR compensator (SVC)-based stabilizer is
designed in coordination with a governor controfl8C) to effectively damp the mechanical oscillation
which arise in the system when subjected to a mdjsturbance. A time response-based objective
function is defined and the design problem of arC8)ased stabilizer and GC is formulated into an
optimization problem. Particle swarm optimizatid®SQ) technique is employed to find out an optimal
set of parameters for the SVC-based stabilizer@@d Simulation results and damping torque analysis
show that the proposed PSO-based control schem@psomore damping to the SCG, and enhances its
stability over a range of operating conditions.

Keywords: Superconducting generator, FACTS, Transient stgbRarticle swarm optimization

List of Symbols
p . derivative operator Ty, T, :time constants of governor controller
¢ flux linkage G; : gain of governor controller
U  stabilizing signal generated by governor
G, : synchronous speed (rad/s) controller
G : rotor speed deviation from synchronous B : susceptance of the SVC
speed (rad/s) Ksvo Ts : gain and time constant of the SVC
V : voltage Ky, T3, T4 : SVC-based stabilizer parameters
i : current Usvc - stabilizing signal generated by SVC-based
R : resistance sta}lzlllzer © synchronizing and damping
O :rotor angle with respect to infinite bus © ,coefﬁicients
H :inertia constant Subscripts
Tm : mechanical torque a . armature winding
Te > air-gap torque f : field winding o o
, Q; : active power and reactive power atd,0 _: d and g axis circuits of stator winding
generator terminal ,Q1 :dand q axis circuits of outer screen
P, : boiler steam pressure D2,0Q2 : d and g axis circuits of inner screen
Y : output of a turbine or reheat stage HP : high pressure stage
T time constant of stage RH: reheat stage

Gum, G : main and interceptor valve positions |P : intermediate pressure stage
F : fractional contribution of the turbine stage into LP : low pressure stage
m

Ug : governor actuating signal
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1. Introduction
Superconducting generators (SCG) have several potentiaht@ges such as small
size, light weight, high efficiency and increased steaale stability limit [1-2]. The
advantages of SCG have drawn more interest in industriaitrées since 1970's,
such as in USA, UK and Japan where many R&D projects on 3@@&s been
conducted at utility companies, power plant manufactuaes other organization
toward a 200 MW class pilot-machine [3-7]. However, supergciity generators
are also characterized by low inertia and low inherent dagnmach of which
adversely affects the transient performance of themsehimes. Moreover, the very
long field winding time constant and the shielding efeaf the two rotor screens
make the achievement of acceptable dynamic performange dificult using
excitation control. Governor control hence becomes the only wodrfeasible for
stability enhancement of superconducting generators. The laligilaof electro-
hydraulic governors and fast operation of steam valvesiaasmade it possible to
obtain very fast turbine response. Research work report&ef. [8-9] has shown
that the SCG stability can be improved by introducing a @letvance network
(conventional stabilizer) in the governor feedback loop, aetivay the speed error
signal. The conventional stabilizer parameters are fixedensure a good
performance at a specific operating point. However, becalithe high nonlinearity
of the machine/power system combination, the stabilizggiéormance tends to be
degraded whenever the system operating conditions move sagtljiaway from
the specific point. Therefore, the conventional stabil&reruld have some degree of
robustness to be able to stabilize the system over a weidge of operating
conditions. Many attempts along with comprehensive aizahly@ve been made to
improve matters a) by retuning the conventional stadilib) by utilizing adaptive
control technique and c) by adopting a fuzzy logic stabil[d®]. In all these
attempts, stabilizer parameters were selected usingnatigealgorithm (GA)
technique.

Recently, the flexible AC transmission systems (FASTThave been
introduced, in which various power electronics-based coetmollare used to
maximize the utilization of transmission assets effitieand reliably [11-12]. In
addition, FACTS devices regulate power flow and, through rapidrol actions,
can mitigate low frequency oscillations and enhance peysem stability [13-14].
A literature survey on the work done on the application of FBGevices along
with the excitation control to enhance damping of conesmali generator
oscillations is given in the introduction of Ref. [14].

Early investigation on the dynamic performance of a supdtaiimg
generator when equipped with static VAR compensator &tritsinal was reported
in Ref. [15]. In that study, the stabilizing signal wa¢ aptimized. Moreover, the
governor role in damping the machine oscillation was not considétediever, no
or little efforts have been made towards stability enharoéraf superconducting
generator using coordinated governor controller and FACTS deveesttstabilizer.
Here, enhancement of SCG stability using coordinated desiga gbvernor
controller (GC) and a static VAR compensator (SVC)-bastadilizer is studied.
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The optimal parameters of SVC-based stabilizer and @Gaught by utilizing the
particle swarm optimization (PSO) technigue [16]. Nondmsimulation is carried
out to investigate the effectiveness of the proposed scheme.

2. System under Study
The system considered is a single superconducting gené8&l@) connected to an
infinite bus power system as shown in Fig. (1). Th&S@s superconducting field
winding in the rotor, surrounded by two separate scrégms.inner screen, which
has a relatively long time constant, shields the supercanduitld winding from
external, time varying magnetic fields. The outer sgrserves as a damper and has
a substantially shorter time constant than that ofiheriscreen [17]. The SCG is
driven by a three-stage steam turbine with reheat betweehighepressure and
intermediate pressure stages. The turbine is controlledasly acting electro-
hydraulic governors fitted to the main and interceptoves| which are working in
unison. The system is equipped with a controller in thegwmr loopand an SVC at
the terminal of the SCG. The exciter voltage, of the SCG is kept constant during
transients.

Ue

Reheat
Stage

interceptor w/ .
governor Transm. Lines

P LP Infinite
Stage Stage Bus

svC

Steam

Ug

A 4

main
governor

Fig. (1). SCG system under study with SVC

3. Mathematical M odel
The mathematical models for SCG, turbine and governor arensheiew, while
the parameter values and physical constraints are giveppendix A. All the state
variables used in the mathematical models for the systetarstudy is in per unit

exceptdis in radian andis in radian/s.

3.1- Superconducting Generator Model

Based on Park’'d-g axis representation, seven non-linear differential eqoatare
used to represent the mathematical model of the SC@udriel circuits. These
equations along with the mechanical equations of motion giveflalxelinkage

model of the SCG [9] as follows:

Py = ao[Vy +yR + ] +¢,0
p‘//q =C()0[Vq + lqRa _l//d] _[//dw

(€
(2)
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PWp1 = ~CoipRoy @)
Pl =~ Wil Ran @)
PWp, = ~Goip,Ro, (5)
PYq, = _aoinRoz

. (6)
P =ao[Ve —ifR¢] @)
po =@ )
7
pw=_—=[T, -T]
.2H . 9)
Te :[//dlq _l//qld (10)

3.2- Turbine and Governor M odel
The mathematical model of the turbine and governor systeepiesented by six
non-linear differential equations [18] as follows:

PYie = (Gu P = Yup) / Thp (11)
PYan = (Yup = Yru) / Tre (12)
PYe = (G Yau —Yp)/ T (13)
PYee = (Y = Yi) /T (14)
PGy = Ug ~Gu)/Tam (15)
PG, =Ug - Gy)/1g
The output mechanical torque is given as:
T = FupYup + FpYie +FpYip (17)

The main and interceptor valves are conventionally actugtednormalized
speed error signal incorporating a droop, typically 4%. @aimés are imposed on
valve positions and rates of movement. The rate constimibased on complete
opening or closing time for the valves of 150 ms. The liatits correspond to the
fastest valve operation reportedly available in litena{a8].

(16)

4. Proposed Approach
4.1. Control Objective
The control objective is to generate two stabilizing signsisg the speed error
signal. The first control signal is produced via a corneaal controller and then
introduced into the governor loop of the SCG system as showkigi (2). The
control signaly, generated by the conventional controller is given as:
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(1+Ts)
° (l+ TZS) (18)

wherew is the speed error sign&s , T; andT, are the controller parameters,
which have to be designed properly to achieve a satisfaososformance.

u-=

Controller ¢—— @
1
Governor Gn
0
m « @)

Fig. (2). The governor control system

4.2 SVC-Based Stabilizer

The block diagram of an SVC with a conventional lead sta&bilizg shown in Fig.
(3). Functionality, the SVC is thought of as an adjbk shunt susceptance that can
be varied with sufficient rapidity. Elaborated model f&fCScan be seen in Ref.
[19]. However, the susceptan®;,of the SVC can simply be expressed as [14]:

pB = (stc(Bref + uSVC) - B) /Ts (19)
where Kg,. and Ts are the gain and time constant of the S\Bg; is the
reference susceptance of the SVC agg is the stabilizing signal generated by the
conventional stabilizer installed in the feedback loop of3W€ as shown in Fig.3.
L+ Ts)
@+ T,s) (20)
whereK, , Tz andT, are the SVC-based stabilizer parametetsch need a

careful selection to enhance the system stability. Bbtl andusc has upper and
lower limits, i.e.

L‘ISVC =

umin < (U, uSVC) < umax (21)
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Ber + Kewe /7 >
s (L+sT,) J B

Usve Bm/'n

(+sTy)
T (L+sT,)

Fig. (3). SVC with lead stabilizer

5. Stabilizer Parameter s Selection Using PSO
Recently, a heuristic search method calbedgiticle swarm optimizatiofPSO) has
been introduced [20]. PSO is characterized as a simpleeppreasy to implement,
and computationally efficient. Theses features make P&nigque able to
accomplish the same goal as genetic algorithm (GA) omtiiz in a new and
faster way. A number of very recent successful applicatimhPSO on various
power system problems have been reported in literature [16]

The tuning parameters in the proposed approactGarel,; and T, for the
controller in the governor loop, and, , T; and T, for the SVC-based stabilizer.
Usually, T,andT, are pre-specified leaving the other four paramet@ysT; , K, and
T; to be tuned [14, 21]. Here, the degree of freedothéndesign problem is
increased by lettind, and T, be freely selected as well as the other four tuning
parameters. This addition is intended to enhance the igéfeess of the proposed
stabilizer. Therefore, we have now six parameters topbienally chosen. This task
is achieved using the PSO technique. To do so, the followindyafiaperformance
index, J, is first defined.

J= zN:{[ KT.a(K)]? +[AO(K)]? +[AG,,] %} (22)

where Ad(K)=(8(k)-d,) denotes the deviations (in radians) of the
instantaneous rotor angle from its steady state valueandAGu(K)=( Gu(K)—Gwo)
is the deviation of the instantaneous governor valveipngs,, (k) from its value in
the steady stateGyo. This choice of performance index seeks to minimize the
mechanical-mode oscillations of the SCG system withirmim governor valve
movements. As is seen, the speed deviatigk), is weighted by the elapsed time
KT. Thus, a low value ad corresponds to a small settling time, a small stetatg s
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error, and small overshoots in rotor speed, rotor aaglkg valve position. The
performance index is minimized subject to the following tramsts:
G <Gs<G

S.min S 23)
b STST, (24)
T, <T,<T, (25)
K, <K, <K, 6)
Tomn ST Ts 27)
T, <T,<T, 28

The PSO algorithm iteratively updates the velocity othepaarticle using its
current velocity and its distance from "global best positioghs{ and from
"personal best positionPes) according to the following equation:

K — yp ko k-1 k=1 -
V=W O (Phes =X ) 0 (G TXT) g

where:

i=1,2,3, e, m
k

Vi is the velocity of particleat iterationk
k

X is the position of particleat iterationk
p p
ri, r; are uniformly distributed random numbers in the range [0, 1]

Ci, G are positive constants
K K _ k-1
W'is the inertia weight at iteratidg decreasingad? = d'W

m is the number of particles in a swarm, ant a decrement constant

PSO itself has a number of parameters to be properlyfispecThe main
PSO parameters are the initial inertia weight, and the maximum allowable
velocity, Vinax wl is set at 1, an¥,., at 12.5% of the search space for each variable.
The swarm size is chosen to be 60 particles. Othemedeas are set as decrement
constani=0.98, andt;= ¢, =2.

6. Simulation Results
The author examined a number of alternatives in develdpgroposed scheme.
The performance index was evaluated, in all casegsponse to a three-phase to
ground fault of 120-ms duration with the operating pot@.8 p.u,Q=0.6 p.u).
The first attempt was individual design for the SVC-bastadlilizer; considering no
governor controller, i.e.u=0. Then, the optimal set oK{, Ts, T4) for SVC-based
stabilizer was searched for; considering governor contralidr Ge=0.1 T;,=0.5s
and T,=0.01s [8, 22]. Finally, coordinated design for best combinatiofGof Ty,
T,) for GC, and K, T3, T,) for SVC-based stabilizer was sought.
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Variation of the performance indexwith the number of iterations is shown
in Fig. 4. The optimal coordinated values selected by REQ@5,, Ty, T,) and Ky,
Ts, T4) are (0.065, 1, 0.01) and (1.142, 0.183, 0.063) respectielyormance of
the SCG system with the proposed scheme following aa8epkhort circuit fault, at
[(P, Q) = (0.8, 0.6), (0.9, 0), (0.7, -0.2) p.u] is shown in Figs. B.tBigures 8 to 10
show the system response to a temporary (100-ms long)si€scincrease in the
governor set point at the previous loading conditions.

160 1
155 -
150 -
145
140 -
135 -
130 1

0 20 40 60 80 100
Number of iterations

Performance index

Fig. (4). Convergence of performanceindex with iterations At different seed values
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Fig. (6). Responseto a 3-phase SC at P=0.9 p.u, Q; =0 p.u
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The results show that the proposed control scheme resultsigniicant
improvement in the SCG transient performance and a coabldereduction in the
rotor oscillations with acceptable valve movements.

7. Damping and Synchronizing Torques Analysis
The object of this section is to investigate the effectb@fproposed control scheme
and other schemes on the SCG dynamic performance usingriteptof damping
and synchronizing torques, which was initially introduced Dgmello and
Concordia [23]. This concept indicates that, at any gifregquency of rotor
oscillations, there exists oscillatory electrical t@cting on the rotor which has
the same frequency and whose amplitude is proportional to tpétwae of the
oscillations. The change in this torgfi&. can be divided into two components: one
is in time phase with, and proportional to the rotor adghdationAd. This is called
the “synchronizing torque”. The other, which is in time phagh and proportional
to the rotor speed deviatianis called the “damping torque”. Therefore, the change
in electrical torque can be written as follows:

AT, =K A0 +Kya (30)

whereKs andKy are the synchronizing and damping coefficients respectively
It is now well recognized that machine stability is hjgtegraded if there is lack of
either or both of synchronizing and damping torques. The valuks andKy are
determined from the time responses of electrical toropier angle and rotor speed,
using the technigue explained in [24-25]. In that technique, tfoe between the
actual torque deviation and that obtained by summing the dampind
synchronizing torque components is defined as:
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E(t) = ATo(t) - [KAS() + Kga(t)] 31)

The error squares can be summed over the simulation timedper
Minimizing this summation with respect kg andKy yields the following dependent
algebraic equations:

Y ATAS =K, (Ad)" + K, ahd
n n n (32)

S AT.w=K, Y (@) + K> ahd
n n n (33)

Solving the equations (32) and (33) gives the valud§ aihdKy, wheren is
the discrete-simulation time. A summarized comparison optbposed scheme and
other schemes (viz. GC [22] with SVC, and GC [22] oidyghown in Table (1).

Table (1). Comparison of the proposed scheme and other schemes

(P, Q) p.u (0.8,0.6) 0.7,-0.2)

J Kq ks Ka ks
Coordinated
GC with SVC 130.2 0.231 1.941 0.212 1.184
GC [22] with SVC 138.4 0.166 1.836 0.142 1.11
GC [22] only 261.7 0.014 2.011 0.016 1.251

From this table, it can be finally concluded that the proposeheme
outperforms the other considered schemes at all operatintg pbiidied. It provides
the SCG system with the highest possible degree of damyhiilg keeping the
synchronizing torque at a high level.

8. Conclusion

This study has described the utilization of one of FACTSicgsvfor stability
enhancement of superconducting generators. An approactprepesed for the
design of a static VAR compensator-based stabilizer in codialinaith a governor
controller to provide more damping to the mechanical osoifiat of the SCG
studied. A performance index was defined and the PSO teehnigs used to select
the optimal parameters of both GC and SVC-based stabil&sulation results
show the effectiveness of the proposed control scheme rmpidg the rotor
oscillations, and enhancing the SCG stability over a ranggpefating conditions
and various disturbances. Analysis of damping and synchrortigges was used
to provide another quantitative assessment of the SCG menfioe with the
designed GC and SVC-based stabilizer. Results of thisyssaverify the
effectiveness of the proposed approach.
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Appendix A

The parameters of the SCG system used in this stadyidiance and resistance
values in p.u; time constants in seconds) are [8, 9]:

Superconducting generator parameters:

L=0.541, Ly=L4=0.5435 ;=L;=0.2567 Lp,=Lo,=0.4225

Lio=Lp1=Lapsr=Laps=Lp102=0.237

Lp,=0.3898 Lqu—Lqu—LQloZ-O 237

1=750,R=R;=0.00

Rp1=Rq;=0.01008 RDZ—RQZ—O.00134

H=3 kW.s/kVA

Transformer and transmission line parameters:

Xr=0.15,Rr=0.003,X, =0.05,R_=0.005

Turbine and governor parameters:

Tem=Ta| :0.1,THp:O.1,TRH:10

Tp=T p=0.3,P,= 1.2 p.u.

FHP = O.26,F|p = 0.42,F|_p =0.32

Valve position and movement constraints are defined by:

0<(G,,G,)<1 and - 6.7<(pG, , pG,) < 6.7
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Abstract. This work aims to study the effective parameterdoooed ventilation by which the fire can be
put under control. There are many parameters whpetify the forced ventilation such as ventilation
factor, this parameter was investigated experintigntesing a modified test rig in order to supply
different ventilation rates into the compartmenthwdifferent ventilation factors while differentpgs of
fuel with different masses were used (benzene"lgesb of 4.4, 8.8 and 13.2 gm and wood patrticlés o
5, 10 and 15 gm..

To perform this study a modified test room was giesil. Results of the study show that the
effect of ventilation factor and ventilation raten dire depression (minimum fire duration) in a
compartment is mainly represented in the high \&hfeventilation factors q:v /0.0215 m? and low

values of ventilation rates\;( [ 0.067 niis) for benzene (gasoline fuel) at different fuelsses. Also,

results indicate that a decreasing in ventilatiastdr and increasing in ventilation rates result in
undesirable effects as the fire duration increased.

Keywords: Benzene, Fire, Temperature, Ventilation, Wood.
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1. Introduction
Fire is indeed a major risk for residential, traffind industrial installations. In the
case of residential installation accidental firesult in billions of dollars of property
damage, and many murdered people, per year. loabe of traffic installation or
tunnels fire cause damage to the wall of tunnelctvlsubjected to convective and
radiative heat fluxes from both the flame and theme gases.

Types of ventilation are, natural which is creabgdhatural forces that result
from difference in the distribution of air pressamund a building, since air always
flows from area of high pressure to area of lowspuee. Some times natural
ventilation can not circulate enough air througtbwalding, so forced ventilation
creates air flow in rooms or building that woulchetwise be stagnant. Forced
ventilation can be used to supplement both horaantd vertical ventilation. Types
of fire can be divided into three types, the firgie is the fully fire in this type of
fire complete burn-out of fire area is assumed.e Becond type is the limited
growth fire this type of fire is a fire which prodkes a thermal column sufficient to
create a heated layer of gases in the upper ebevatithe room involved in the fire,
and the third type is the limited growth, smokefa limited growth, smoky fire is a
fire such as smoldering rags or an electricallydated cable fire. [1]. A pool fire is
a type of turbulent diffusion flame, which burnsosb a pool of vaporizing fuel
where the fuel vapor has negligible initial momentu

Fire accidents form an important part of all acoidewhich occurred in the
industry and in transport of hazardous materidfg; i involved in 41.4% of all
these events [2]. Studying the effect of ventilatiate and ventilation factor on
enclosure fire is therefore important. The ventlatrate depends on the use of the
buildings and their floor area. Usually the smallbe floor area, the larger the
ventilation rate consumed. Large open-area offingght have a ventilation rate of
about 10 air change per hour, smaller compartmemsld have a higher ventilation
rate up to 50 air change per hour [3].

W. K. Chow [3] carried out his experiment in a foleamber of length 4.0 m,
width 3.0 m and height 2.8 m and the forced vetiita fires were studied by
locating the fire source in a chamber at diffeggugitions under different ventilation
rates. The mass loss rate of the fuel, temperaistebution in the chamber and the
air flow rates at intake and outlet openings werasoured. Also he showed that
under conditions of low heat release rate and hightilation rates, the smoke
temperature can be calculated.

E. Planas-couchi et al. [2] conducted a large-estasts in pool- fires in
which a horizontal cylindrical tank was engulfedtive fire. They should that for a
certain fire sizes; flame temperature is not camstaver all the fire. In case of
hexane pool-fires temperature decreases with heigbtvever, for larger fires
(kerosene) the experimental values of flame tempezalid not change with height
according to any definite pattern.

K. T. Yang et al. [4]Jperformed a full-scale forced ventilation fire inest
room which has a height of 5 m and contains twobtowoors, the ventilation
exhaust located above the entry room. And they n@aademerical simulation; the
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numerical simulation based on a fire field modedwséd that during the first four

minutes of the fire the hot gas has already petggtranto the floor region. Other

than the fire plume region and regions that are édiately affected by the

ventilation inlet and outlet, the temperature fietde essentially stably stratified into
layer structures.

W. K. Chow [3] carried out his experiment in a fokeamber of length 4.0 m,
width 3.0 m and height 2.8 m and the forced vetiita fires were studied by
locating the fire source in a chamber at diffeggogitions under different ventilation
rates. The mass loss rate of the fuel, temperaistebution in the chamber and the
air flow rates at intake and outlet openings werasured. And he showed that
under conditions of low heat release rate and hightilation rates, the smoke
temperature can be calculated from Eq. (1).

C. Qian et al. [SHeveloped a pool fire apparatus with a temperancefuel
level control, radial and axial temperature disttibn for five different small
diameter pool fires were measured by the IR IMAG@Eperature measurement
technique, and velocity of fuel, oxidizer and tlreemtrainment near the base of the
pool were measured by a particle-track LASER stezgttnique and. decided that the
structure of a flame base is always laminar regaslbf pool diameter, at least for
pool fires with diameter between 5 cm and 50 msTdtiservation suggested that
mechanisms of air entrainment and flame structe the base for a large-scale
pool fire can be studied from a small-scale lalmwsapool fire. Also they decided
that air entrainment and fuel air mixing which ocawear the base of pool fires
influence soot production rate, flame height amdperature structure.

W. K. Chow [6] carried out a full-scale burning test on wood, PMMA
(polymethyl-methacrylate) and methanol fires witbrced ventilation in a fire
chamber of length 4.0 m, width 3.0 m and height r2.8The gas temperatures at
seven positions were measured together with timsigat mass loss rate of the fuel.

As well as, he concluded that the heat loss cdefﬁc(hk) included both

convective and radiative effects of the walls,ingil and floors can be calculated by
the expression below when time (t) is smaller thenthermal penetration tinng:

h, :cllvlax[ K P Cuy KW/SW} @
t, =pw Cw I Ky % (8y/12)2 @)
Where:tp is in fact the time taken for the thermal wave gated inside the

room to reach the exterior surface of the wall sngiven by, the above expression,
t is the time, KW, Pw - CW and 5W are the thermal conductivity, density,

specific heat capacity, and thickness of the walpectively. The paramet@'l is

taken to be (0.165).
R. O. Carvel et al. [7] achieved their studies el of 9.5 m wide and 6.4



13¢€ Bahgat K. Morsyet al.

m height, they used three different pool sizesasgjpool (25 rf), small rectangular

pool (10 nf) and large rectangular pool (10G)miThey noticed that if there is a pool
fire in a tunnel, any forced longitudinal ventitati applied will tend to reduce the
severity of the fire unless the fire is very large which case the ventilation will

cause the fire to increase in severity.

H. B. Awbi [8] illustrated that the removal of skeotakes excessive heat
away from the fire zones of the buildings as wedl lawering the indoor air
temperature and radiant temperature. Then a smdkacton system or ventilation
system is most needed in public buildings suchhapEing malls, leisure centers
and airport terminals.

S. H-K. Lee et al. [95howed that at low pressure, the mass flow ratairof
into the enclosure was independent of temperatififerehce between the ambient
and the enclosure or the vent length. However, igh Ipressure the flow rate
increases with decreasing vent length and temperdittference.

W, K. Chow et al. [10]carried outfull-scale tests with wood cribs and
methanol in fire chamber of length 4.0 m, width 81Gand height 2.8 m to study the
pre-flash overstage of a compartmental fire and the effect oftikaion. The mass
loss rate of fuel, temperature distribution in dwnpartment, air flow rates, oxygen,
carbon monoxide and carbon dioxide concentratidnghe outlet openings were
measured. And they decided that for forced veidilafire, the ventilatiomate has a
significant effect on the burning process, the peatke of heat release would be
decreased as the ventilation rate increased. Alsp mentioned that the ventilation
factor has a significant effect in fire control wihie ventilation factor was < 0.02 m.

M. Walters et al. [11] after examining a numbedisfastrous fires concluded
that the fire become a disaster and governmentptdide safety legislation and
consider whether performance codes would provideee a appropriate regulatory
environment. The purpose of the present work isttmy the influence of some
main parameters have a significant effect on the depression in compartmental
fire under forced ventilation, among these pararsetee: ventilation rate (\/
ventilation factor (F) and the effect of ventilation factor on the temgpere
distribution through vertical heights.

The objective of this experimental work is to stullg effect of changing the
ventilation factor (by change the angle of louvstgply air grill' opening by 30
45°, 6(f, 75’ and 90) and the ventilation rates (by change the speeextificting
fans by 2868, 2846, 2810 and 2765 r.p.m.. The spé&hs was changed by using
a voltage regulator after that it was measurediéstiécal tachometer

To study this parameter, a test rig has been neadifith dimensions of (100
cm height, 100 cm width and 75 cm length). The roses provided by inlet air
opening of (26.5 cm width and 26 cm height) witlrese movable louvers and two
outlet ducts of 18 cm diameter in which two axahd$ were fixed. A variable amount
of ventilation rates (0.162, 0.131, 0.078 and 0.86%) and different ventilation
factors (0.0006, 0.0041, 0.011, 0.0215 and 0.02%% was put under study.

The test room is provided by one inlet openindwliéxible louvers (supply
air grill) in order to control the ventilation fastby changing the angle of opening
for the louvers "angle of inclination", Also & provided with two circular outlet
openings in the top of the room. The test roomaé#sermal sight glass to observe
the experiment procedures.



Effect of Ventilation Factor and Ventilation Rate... 13¢

2. Experimental Apparatus and Procedure
The test rig consists of the following parts: tesbm, louvers (supply air grill),
thermal glass, ducts, extraction or suction fapsylustion pans, electrical ignition
coil, and necessary measuring instruments. Expetsnevere carried out in the
climate chamber. The room dimensions are: 100 cighheand cross section of
(200 cm x 75 cm), Figures (1, 2) show a schematjout of the test rig and its main
components.

An experimental room was designed to study theceffé forced ventilation
on a compartmental fire under variable amounts esftilation rates and different
ventilation factors. Air was supplied into the ro@ha constant temperature (the
average ambient air temperature) through the Isuvepenings. The inlet
temperature and velocities of air were measuredubyng manufactured and
calibrated hot wire anemometer.

Chamber walls are made from wood sheets (outersvedlil cm thickness)
and steel sheets of 0.08 cm thickness (inner waitig) between them filled with 5
cm of insulation material of wood particles. Howetkee air indoor temperature has
been measured through seven vertical planes dittdb upstream through
thermocouple rake with seven thermocouples labEjed T, and spaced at 125 mm
intervals. There is another measuring point from $shme type in the center of the
room labeled § to measure the smoke temperature. Temperature une@aesnt
points are shown in figure (3).

Thermal glass has thickness of 5 mm. and areatig@> 20 cm) fixed in
the front of the chamber to enable the observatifothe experimental procedures
and the flame inside the chamber.

There are two ducts to extract the exhaust gases fhe chamber . Each
duct is supported on the ceiling of the chamberflapges and insulated by a
suitable insulation material. The dimensions ofhedact are 50 cm height and 18
cm diameter and enlarged in the center of part(®tocm dia.) to fix the fan. Ducts
were made from steel sheet of thickness 0.8 mncandtructed in this way for the
following reasons:

i. To put the fan far from the flame source to protécfrom
unexpected high temperature.
ii. To fix the fan axially as it designed.

3. Measuring Technique
The inlet temperature and velocities of air haveerbemeasured by using
manufactured and calibrated hot wire anemometempgeatures inside the room
have been measured through vertical positions &/H25, 0.375, 0.5, 0.625, 0.75,
0.875 and 1.0) by using a manufactured thermocofupta type 'J' connected to a
"Fluke Helios | data logger" to record temperattgadings instantaneously for all
measuring points at the same time for every scan.

In the outlet openings there are two suction fahgkvare fixed in order to
enable the change of air speed extraction ratetlzam change the ventilation rate.
Exhaust velocities are measured by using hot wiesreometer.

From the calibration curve for thermocouple probe main observation is
that the deviation of the data logger thermocougéalings curve from the reference
curve is small so that the readings which have beden by the data logger
thermocouple can be used directly without calilorati
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1- Airoutlet duct.

2 - Airinlet louvers.

3 - Thermal glass.

4 - Door screw keys.

5 - Control panel place.
6 - Thermocouple probe.
7 - Fan place.

8 - Electrical switch.

9 - Volt regulator.

10 - View lamp.

11 - Selector switch.

12 - Bar to change angle of louver opening.
12

2
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5 8 9
Fig. (1). Layout of thetest rig.
Fan place Duct
RN
Metal flange — ‘
Thermal glasg < £~ Conter wood
8 Insulation
Louvers
Woodrod ¥ ; s Metal sheet
Fuel pan
Thermocouple
rack

Dim.in cm

Fig. (2). A-A section in the test room.
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Fig. (3). Temperature measur ement points and thermocouple probe, Dim in cm.

4. Results and Discussions
4.1 Effect of Ventilation Factor on the Temperature Distribution through
Heightsfor Benzene.
4.1.1 Resultsfor Forced Ventilation
Figures from (4) to (7) illustrate the relationshiptween the temperature profiles
against fire duration of combustion for benzeneitierent ventilation factors such
as: 0.0006, 0.0041, 0.011, 0.0215and 0.02¥9nThe test conditions were:

ventilation rate 0.162, 0.131, 0.078 an@.067 m3/s, as well, different
measurements temperature at vertical positions)(y/H

By comparing the figures for different ventilatidactors the following
observations may be obtained from Figs. (4) and (5)
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1. For all values of FV the maximum temperature values were recorded at

vertical position of (y/H) = 0.375, this observationay be obtained because this
measuring point is the nearest point to the flame.

2. The minimum values of temperature were obtaiaedertical location
(y/H) = 1.0 or at the top inner surface of the camiment, this observation may be
recognized as a result of the effect of forced ilegign which lead to inter fresh air
with sufficient speed to overcome the accumulatat hate of the compartment.

3. For all vertical positions (y/H) the temperatprefile indicated that the air
layer in the compartment organized in accuratenthéstratified layers.

4. Smoke temperature appeared to be in differestntll stratified layer
because the effect of buoyancy and circulation teurred by the influence of
forced ventilation.

5. The maximum temperature was obtainedl-?.-{} = 0.0215 m? and (y/H)
=0.375.
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Fig. (4). Effect of vertical height on temperature profile versus time for constant ventilation rate

(V ="0.162 m3/s) and for the (a) ventilation factor = 0.0006 m®? (b) ventilation factor
0.0041m*2, (c) ventilation factor = 0.011m*?, (d) ventilation factor = 0.0215 m®? and (e)
ventilation factor = 0.0219 m®? using benzene fuel.
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Fig. (5). Effect of vertical height on temperature profile versus time for constant ventilation rate

(V =0.131n 3/s) and for the (a) ventilation factor = 0.0006 m®? (b) ventilation factor
0.0041m%2, (c) ventilation factor = 0.011m>?, (d) ventilation factor = 0.0215 m°? and (e)
ventilation factor = 0.0219 m*? using benzenefuel.

By investigating the results of the different casés/entilation factors the
following observations may report from Figs. (6H4f):
i) For minimum ventilation factor; g = 0.0006 M’ , the maximum
v

temperature were recorded for smoke temperature.
i) By increasing ventilation factor;z , the maximum temperature were
\

obtained for smoke temperature only at the begmwihcombustion till reach the
maximum value of temperature then its value redatdte final combustion stages.

iii) For all vertical positions (y/H) the temperatuprofile indicated that the
air layer in the compartment organized in accuthégmal stratified layers but for
vertical position (y/H) = 1.0 its thermal stratididayer follow the same thermal
stratified layer of smoke temperature..
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Fig. (6). Effect of vertical height on temperature profile versus time for constant ventilation rate

(V =0.07¢ m3/s) and for the (a) ventilation factor = 0.0006 m®? (b) ventilation factor
0.0041m%2, (c) ventilation factor = 0.011m>?, (d) ventilation factor = 0.0215 m>? and (e)

ventilation factor = 0.0219 m*? using benzenefuel.
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Fig. (7). Effect of vertical height on temperature profile versus time for constant ventilation rate

(V =0.067 m3/s) and for the (a) ventilation factor = 0.0006 m®? (b) ventilation factor

0.0041m%2, (c) ventilation factor = 0.011m>?, (d) ventilation factor = 0.0215 m°? and (e)
ventilation factor = 0.0219 m*? using benzenefuel.

4.2 Effect of Ventilation Factor on the Temperature Distribution through
Vertical Heightsfor Wood
4.2.1 Resultsfor Forced Ventilation

Figures from (8) to (11) illustrate the relatiorsHietween the temperature
profiles against fire duration of combustion foradoat different ventilation factors
such as: 0.0006, 0.0041, 0.011, 0.0215 and 0.02#0 The test conditions were:

ventilation rate 0.162, 0.131, 0.078 @67 m3/s , as well, different
measurements temperature at vertical positions) (y/H

The following observations may be obtained from %ég

i) For all values of F,’ the maximum temperature values were obtained at
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smoke temperature except fop = 0.0006 > and v =0.162 m3/s the
v

maximum temperature was recorded at vertical mositiy/H) = 0.875 this
observation may be obtained because the effetteofiéntilation rate as ventilation
rate reducing the temperature of the compartmethtesinlet openings of louvers but
the vertical position (y/H) = 0.875 was not at thiet opening position.

i) For all vertical positions (y/H) the temperatyprofile indicated that the air
layer in the compartment organized in accuratentiaéstratified layers.

iii) Smoke temperature appeared to be in diffettietrmal stratified layer
because the effect of buoyancy and circulation teurred by the influence of
forced ventilation.

iv) The maximum temperature and minimum fire dunativere obtained at

— 2
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25 t t t t t t
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Fig. (8). Effect of vertical height on temperature profile versus time for constant ventilation rate

(V =0.16- m3/s) and for the (a) ventilation factor = 0.0006 m®? (b) ventilation factor

0.0041m%?, (c) ventilation factor = 0.011m>? (d) ventilation factor = 0.0215 m°? and (e)
ventilation factor = 0.0219 m®? using wood fuel.
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By investigating the results for different ventitat factors the following
observations may be obtained from Fig. (9):

i) For all values of g the maximum temperature values were obtained at
v

smoke temperature.

i) For all vertical positions (y/H) the temperatyprofile indicated that the air
layer in the compartment organized in accuratentiaéstratified layers.

iii) Smoke temperature appeared to be in diffetdwetrmal stratified layer
because the effect of buoyancy and circulation teurred by the influence of
forced ventilation.

iv) The maximum temperature and minimum fire dunativere obtained at

F, = 0.0041 m? and F, = 0.0006 nt"?
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Fig.

(9). Effect of vertical height on temperature profile versus time for constant ventilation rate

(V =0.131 m3/s) and for the (a) ventilation factor = 0.0006 m*? (b) ventilation factor

0.0041m%2, (c) ventilation factor = 0.011m>?, (d) ventilation factor = 0.0215 m°>? and (e)
ventilation factor = 0.0219 m®? using wood fuel.
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Investigating the results of the different cased-wf. (10) shows that the
observations which mentioned in the previous céSig. (9), are the same in this
case. In addition to the accurate effect of dedngasentilation factor on the
temperature profile; for smoke, the maximum tempeeawas at F, =0.0006 m?

and minimum fire duration was recordedre%/t =0.0215 M2
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Fig. (10). Effect of vertical height on temperature profile versus time for constant ventilation rate

(V =0.07¢ m3/s) and for the (a) ventilation factor = 0.0006 m®2 (b) ventilation factor
0.0041m%2, (c) ventilation factor = 0.011m®?, (d) ventilation factor = 0.0215 m®>? and (e)

ventilation factor = 0.0219 m®? using wood fuel.

The observations results appear from figure (11Jhassame mentioned in
the previous Fig. (10). In addition to the followiobservations:

i) First, the high temperature difference betweey measuring point and the
smoke temperature, this was a resultant of thevientilation rate.

i) Second, the minimum fire duration was reacheq:?/ =0.0219 M2



15€

Bahgat K. Morsyet al.

60
—e—y/H=0.25
55 @
—=—y/H=0.375
({_},’ 50 —4—y/H=0.5 F — ns{z
E; = 0.0006 rif?
£ 45 —%—y/H=0.625 V
©
5
S —x—yH=0.75 V =0.067 m3/s.
2
£
£ VIH=0.675 Wood fuel.
—+—y/H=1.0
30
—— smoke temp.
25 ¢ ¢ ¢
100 200 300 400
Time in sec
60
—e—y/H=0.25
55
—=— y/H=0.375
o % e yIH=-0.5 (b)
3
c 45 —— y/H=0.625
©
e F =o0.00411?
i 20 —%— y/H=0.75 V
s —e—yIH=0.875 - .3
"o V =0.067 m°/s,
i yH=1.0 Wood fuel.
30
—=— smoke temp.
25 ¢ ¢ ¢
100 200 300 400
time in sec.
60
—e—y/H=0.25
55
—ay/H=0.375
f
o 50T [\ —a—y/H=05
g ()
c 45 —s<—y/H=0.625
£ 40 —*%—y/H=0.75 F =0 Ollfﬁ/z,
g .
£
2 35 —e—y/H=0.875 V
" i y/H=1.0 V =0.061m /Sv
smoke temp. Wood fuel.
25 \ \ \ \ \
100 200 300 400 500 600
Time in sec.




Effect of Ventilation Factor and Ventilation Rate... 157

45

—e—y/H=0.25

—&—y/H=0.375
40 T
—4—Yy/H=0.5 (d)

—x—y/H=0.625 FV =0.0215 2

—%—y/H=0.75
o moss || |V =0.06Tm3s,

30 1 Wood fuel.
—+—y/H=1.0

35 +

Temperature in deg.C

—=—smpke temp.
25

0 50 100 150 200 250 300
Time in sec.

—+—yIH=0.25

—=—y/H=0.375

(e)

o 50 —a—y/H=0.5
g
S . ——y/H=0.625 F =0.0219 m?,
% w0 — % y/H=0.75 V 3
: ] V =0.067 m“/s,
; —e—y/H=0.875

- Wood fuel.

—+—yIH=1.0

smoke temp

Time in sec.

Fig. (11). Effect of vertical height on temperature profile versus time for constant ventilation rate

(V =0.067 m3/s) and for the (a) ventilation factor = 0.0006 m*? (b) ventilation factor
0.0041m"?, (c) ventilation factor = 0.011m®?, (d) ventilation factor = 0.0215 m®? and (e)
ventilation factor = 0.0219 m®? using wood fuel.

4.3 Resultsfor Natural Ventilation

Figure (12) shows the relationship between the &aipre profile and time
of combustion at different ventilation factors. Thest conditions were: natural
ventilation and different vertical positions (y/HBy investigating the results of the
two cases for natural ventilation the following ebstions may be obtained:

1. at the compartment door was opened the temperdifference between
maximum value of smoke temperature and maximum evalti temperature at
vertical position (y/H) = 1.0 is high about 1.

2. The maximum temperature was smoke temperatliogvérl by temperature
at vertical position (y/H) = 1.0 this observatianthe result of natural ventilation as
there is no buoyancy of air inside the compartntiesih at the upper hot layer of the
compartment the hot air (smoke) going upstreanhews in Fig. (121).

3. At door closed the effect of ventilation factwas observed clearly, as
temperature at vertical position (y/H) = 1.0 noffetied by high value than any
vertical position. But smoke temperature remairmedrhaximum temperature in the
compartment as shown in Fig. (12).
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Fig.(12). Effect of vertical height on temperature profile versus time for ventilation factor,
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5. Conclusions
The results of experimental tests conducted orctimepartmental fire under forced
and natural ventilation are concluded in the follogvpoints:
« The maximum temperature for benzene "gasoline" emtidin according to
any measuring point (y/H) were recorded qiv( = 0.0215 m5/2 and minimum

ventilation rate ¥ = 0.067 m3/s) and minimum fire duration was obtained at this
condition. As well as, the maximum temperature mmbke or exhaust gases were
occurred at the same conditions.

» For forced ventilation on benzene "gasoline" costiom process the
minimum value of temperature was related to vertmasition (y/H) = 1.0, but

maximum temperature was obtained at vertical posity/H) = 0.375 due toFV =

0.0215 m5/2 also minimum fire duration occurredhas case. By increasing the
ventilation factor the maximum temperature wasasatiat smoke temperature and
smoke layer appeared to be in a different thertnatied layer by comparing with
the thermal stratified layer of air at any measyipoint.

« For natural ventilation on benzenes "gasoline" lmastion process without
the effect of ventilation factor the maximum tengiere was related to the exhaust
gases followed by the temperature of vertical ioradf (y/H) = 1.0. In contrary for
natural ventilation with the effect of ventilatidactor the maximum temperature
was also the smoke temperature but not followedheytemperature of vertical
location (y/H) = 1.0.

e In the case of using wood particles the forcedtilaion effect on the
combustion process was, the maximum temperature meteted to smoke
temperature for all ventilation factors. Howevee ttemperature for all vertical
positions (y/H) indicated that air in the compartierganized in accurate thermal
stratified layers while smoke layer organized idiffierent thermal stratified layer
due to the effect of forced ventilation. The maximtemperature was obtained at
maximum ventilation factor,:v = 0.0219 m5/2 although the minimum fire duration

was occurred at the same value-of.
\

» For natural ventilation on wood particles combwstprocess without the
effect of ventilation factor, the maximum temperatuwas related to smoke
temperature then followed by the temperature oficedr position (y/H) = 1.0. In
spite of this case, for natural ventilation witlethffect of ventilation factor the
maximum temperature was also the smoke temperdiutaemperature of vertical
position of (y/H) = 1.0 not differ by high valueath any vertical position.

» The maximum heat released rate was obtainecptvat: 0.0215 m5/2 and

V =0.067 m3/s for liquid fuel and the maximum heat released fatesolid fuel
was obtained at= = 0.0219 m5/2 an@/ =0.16: m3/s.
v

» The recommended ventilation factors on compartnidimeaunder forced
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ventilation with liquid or solid fuel it should be 0.0215 m5/2, otherwise the
decreasing of ventilation factor result in undddaeffects i.e. increasing the fire
duration.

« The effect of ventilation rates on fire depresdiepends on the fuel type as
observed from the experimental results that theewntilation rate was suitable for
liquid fuel but the high ventilation rate was sbigfor solid fuel
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Abstract. Solar desalination is a rapidly growing field esearch. The coming global oil crisis implies
that alternatives to the conventional desalinapitants based on fossil fuels must be developecarSol
desalination can be either direct, with collectansl condensers integrated with each other, oreodir
with condensers externally connected to the coraenBirect solar desalination requires large karehs
and has a relatively low productivity comparedhe indirect technologies. It is however competitive
indirect desalination plants in small-scale progurctiue to its relatively low cost and simplicitydirect
solar desalination usually means combining conweeati desalination techniques, such as MSF, ME or
RO, with solar collectors for heat generation. Tingn advantages of the investigation is providiog f
water purification process in the desert of K.AT8e paper presents the performance evaluationef on
side vertical solar still tested under desert dimeonditions of K.A.S. Hourly and daily measurertse
of still productivity, temperatures of water filnglass cover, inlet of brackish water into solafl,sti
ambient air temperature and solar radiation weeerded. The highest value of hourly still efficigrnis

59 % recorded at 15:30.

Keyword: Solar energy — Desalination — Solar collector -deaivity
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1. Introduction

Water is available in abundance on the earth; hewekiere is a shortage of potable
water in many countries in the world. In the MSEI &0 countries and elsewhere,
non-renewable energy from oil and natural gas &lue desalinate water from sea
water in multi-effect evaporators. Water shortagesurs most at places of high
solar radiation, which usually peaks during the swinmer months of maximum
solar radiation. Hence, solar desalination coulddoe of the most successful
applications of solar energy in most of the hotnelie countries having limited
resources of fresh water.

Solar energy is the most appropriate energy sofarcdesalting water. It is
sufficient to remember that it is simply due toasotadiation that the renewal of
water on earth is made possible, by the cycle aperation and successive water
condensation in the form of rain.Solar stills could, however, be considered
attractive for domestic purposes, especially iraafeaving no access to the electric
grid and low labor cost.

The coupling of solar energy and desalinationesystholds great promise
for increasing water supplies in water scarce mgicAn effective integration of
these technologies will allow countries to addresder shortage problems with a
domestic energy source that does not produce diutipo or contribute to the
global problem of climate change. Meanwhile the tgosf desalination and
renewable energy systems are steadily decreasinitg fuel prices are rising and
fuel supplies are decreasing.

2. Literature Review

Solar stills Interest in seawater desalination goask to the fourth century BC,
when Greek sailors used to obtain drinking watemfiseawater. However, the first
solar still was designed and constructed in Chilehe Swedish engineer, Carlos
Wilson, in 1872, as described by Malik et al. [Epllowing that, no work was
conducted on solar desalination till the end of Emst World War. During World
War Il, Telkes [2] developed a plastic still iniat with air, which was used by the
US Navy and Air Force in emergency life rafts.

The single insulated basin still was found to Histater with low efficiency
(usually below 45%), depending on the operatinglit@ns, as reported by Malik et
al. [1], Cooper [3], Kudish et al. [4] and FariddaHamad [5]. The low efficiency of
the still is mainly due to the high heat loss friasglass cover. They found that a
double glass cover reduces heat losses, but iratiaes the transmitted portion of
the radiation. The productivity increases when $ldar still is operated under
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reduced pressure Yeh et al. [6]. However, this fwasd impractical because of the
difficulties associated with the reduced pressyreration. Solar radiation received
by a horizontal surface is not at its maximum excepar the equator. Many
investigators have modified the horizontal singhesib still, usually fixed on a

horizontal surface, to an inclined type to receiaximum solar radiation. Later, the
tilted tray and the wick-type solar still were deped.

However the construction cost of these complicatiits added significant
cost penalties, while the increase in the proditgtiof the stills was very limited.
The loss of energy in the form of latent heat ofidensation of water at the glass
cover is the major problem of the single-basin. stiwari et al. [7] arranged the still
in such a way as to have the water flow over tleagtover. Preheating of the feed
water by passing it over the glass cover allowely partial recovery of the latent
heat, with an increase in the still production. Tloev of water over the glass cover
reduced the amount of solar radiation received bg tvater in the still.
Accumulation of salts and vapor leaks also fredyerdgused defects in these units.
Further work in improving the efficiency of solaills was carried out by El-Bahi
and Inan [8]. The effect of adding an outside peassiondenser to a single-basin-
type solar still with minimum inclination (4°) wasvestigated experimentally. This
solar still yielded a daily output of up to 7 L4nThey have reported still efficiency
of 75% during the summer months. They also fourad thhen the solar still was
operated without a condenser, the yield decreas@@% of that with a condenser.
Solar stills were presented by Fath [9], who higifiled the impact of utilizing latent
heat of condensation via multi-effect solar stiNink et al. [10] conducted an in-
depth study on heat recycling using a laboratosfessolar still of 1 rh area,
designed to recycle the condensation heat of ttélaie. The exposed wick surface
area was 1 fpwith thermal incident energy of 650 WAtbeing supplied by a solar
simulator at a tilt angle of 20°. The forced cietidn of ambient air was achieved
using a low-pressure variable speed ventilatorlirRirary results showed an
increase in productivity per unit area by a factiotwo to three compared with tilted
wick or basin-type solar stills, respectively.

One of the most recent designs of such a stilias described by Grater et al.
[11] and Rheinlander and Grater [12] of a four-effstill. The evaporation process
in a four-effect still for the desalination of seand brackish water was
experimentally investigated in a test facility unddifferent modes and
configurations of heat recovery. The experimentét consisted of a base module of
the four-effect distillation unit. Multi-effect $tti technology for the desalination of
10 ml/d of water Rheinlander and Grater [12].
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The gain output rate (GOR) increases by up to 8@ td heat recovery
from the distillate latent heat. The model predicte distillate output in the first
effect that was 50% higher than the measured valhes the feed temperature was
raised to 90°C. It is to be noted that the uniGaéter et al. [11] and Rheinlander and
Grater [12] was operated with hot water at a conisiamperature of 90°C. Under
such high operating conditions, the evaporation eaoddensation will be very
efficient, but long-term operation is not practicdue to scale formation.
Furthermore, if a solar collector is used to drihe desalination unit, then its
collection efficiency will drop to a very low valwa such a high temperature. Thus,
multi-effect solar stills may carry out more eféaot desalination of seawater
compared to a single-basin still, but for only dnealpacities since the condenser
and the evaporator are integral parts of the Sitle low heat and mass transfer
coefficients in this type of still require operatiat a relatively high temperature and
the use of large and expensive metallic surfaces the evaporation and
condensation. In the following sections, a new<lafssolar desalinations system is
discussed, whose design is based on a more effigidization of the latent heat of
condensation. Using solar energy source for wagsalihation, power generation
and many other thermal applications has a grealt tdeaave the total national
income, Hammons [13] and Ozgener and Kocer [14].

Many studies have been compared between the diffezaewable energy as
desalination driven power for each of brackish aedwater Tzen et al. [15] and
Rodrhguez [16]. They found that solar energy isaflé for different desalination
process at reasonable cost wherever a proper smusgilable. One of the main
disadvantages is that energy storage is required.

3. Experimental Set Up and Procedures
For the purpose of this study a One Side VertiadhiSStill was constructed and
erected in the College of Engineering, Qassim Usitye A photo of the test rig is
shown in Fig. (1). It consisted essentially of thneain parts:
(a) Flat plat collector
(b) Evaporation chamber
(c) Condensation chamber.
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Fig. (1). Photo of thetest rig.

A complete layout of the test rig and details & thst section are shown in
Figs. (2-3). It consists of a solar collector ghis made of a 1.2 mm thick black
steel enclosure (1), covered by a 4 mm thick orgingazing (2), supported by a
wooden frame (3) and sealed by mastic siliconeafd) an aluminum frame (5)
which is support also the glazing. In the evaporatthamber (b), a copper tube
distributor (7) of brackish water is provided byld® of circle cross section. The
distributor is equal to width of the sponged cl¢{8), and the holes are made along
the copper tube distributor. Brackish water flowssvd through the sponged cloth. It
is collected in a bottom gutter (9) and dischar§edn still as a waste. The wire
screen (6), black steel plate (10) sponged clojh gBd wire screen (6) form the
absorber unit. In the condensation chamber (cilldi water is collected from the
lower edge (11) of the condensation surfaces iartain time which is detected by
stop watch. The vapor is transferred from the exatpon chamber to the
condensation chamber through an upper vent (12)aalodver vent (13) which is
made of an insulation layer (14) between the twanabers. The solar still unit is
supported by an adjustable vertical stand (19) thedsolar radiation intensity is
measured by Pyranometer (21).

The brackish water (BW) inlet temperature ,‘Torackish water (BW) outlet
temperature 3 to the flat plate collector for and ambient tenapere T, are
measured by copper-constantan thermocouples (232¢hwhre attached to a
temperature recorder (23).
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Fig. (2). Test rig of the indirect vertical solar still

1. Collector enclosure 2. Glazing 3. Wooden frame 4. Silicon mastic
5. Aluminum frame 6. Wire screen 7. Water distributer 8. Sponged cloth
9. Bottom gutter 10. Black steel plate 11. Distilled water exit 12. Upper vent
13. Lower vent 14 Insulation layer 15. DW outlet 16. B W outlet
17 Float valve 18. Constant head tank 19. Vertical stand 20. Globe valve

21. Pyranometer 22. Thermocouples 23. Temperature recorder
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4. Operating Principle of the Still
Also, figure 2 shows a schematic diagram of thekingy principle of the solar still.
The raw brackish water from constant heat tank €tB¢rs the still via a copper tube
with the help of float valve (17). The flow rate bfackish water is adjusted by
means of globe valve (20), and then the brackistemia distributed by a copper
tube (7) and water trickle on the back of the albsoplate on the sponged cloth and
the wire screen (6). The brackish water existsnfthe still unit through a bottom
gutter (15). Solar radiation, after passing thazigg (2) is absorbed by the
absorber unit. The evaporation chamber is connectéde condensation chamber
through 5 cm x 10 cm bottom vent (13). The transif water vapor from the
evaporation chamber could be done through naturalilation. Saturated hot air
inside the evaporation chamber tends to move upwehide saturated air inside the
condensation chamber tends to move downward. ,Thenhumidity concentrated
condenser on sides of the condensation chambéitedisvater is then collected at
the bottom gutter (16).

5. Design Parameters
The design of the prototype is influenced by thsirgefor flexibility. The intention
is to be able to evaluate different design apprea@dnd so the initial apparatus is
very easy to dismantle and modifying. During ofiera water vapor will diffuse
from the highly concentrated evaporator to the tmmdenser. The collection part
of the solar still is made from black steel witte thiont area 1m x 0.5m. The front
area of this enclosure is the absorber plate. cbmelensation and the evaporation
chamber length and width are respectively 1 m, 0.5m and 0.5m. The air gap
depth of the solar collector, evaporation chamba&nd isolation layer and
condensation chamber are 0.03, 0.02, 0.05 and @,08spectively. During the
experiment, the brackish water flow rate variedrfrbx10° to 1.15x10 kg/s.nf, at
an ambient temperature ranging fronfQ2o 46C and the average solar radiation
intensity along a vertical surface of 640 Vi/mlso, the distilled water flow rate
varied from 0.9x10 to 3x10° kg/s.nf. Both the mass flux of brackish water and
distilled water is calculated based on the surtaea of solar still.

The temperatures of brackish water at inlgaiid outlet F of solar collector,
temperature J of absorber unit (evaporator)g Ttemperature of galvanized sheet
forward the absorber unit,sTtemperature of the galvanized sheet forward the
condensing plate, I temperature of the condensing plate, dhd ambient
temperature T1 are recorded continuously for 12rdiouThe distilled water
produced by the solar still and the outlet brackistter flow through the vertical
still are measured each hour by graduated test fitlmetest is performed on several
clear summer days.

6. Data Reduction
At any time, the still produces an amount of distéd water equal to the daily yield
is the summation of the productivities over perdd@4 hrs and it is expressed as the
following:
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Where:
My is the daily yield in kg/f

The hourly efficiency is the energy used for evaporation to that reckbse
the vertical solar still, it is expressed as folfow

0= M, Hf g
I, A
Where:

Mh is the hourly yield in kg/h.fm

Hig is the latent heat of evaporation in kJ/kg

In is the solar radiation intensity received on tlestical

surface of the solar collector, Wim
A is the surface area of the collector, m2

According toHolman [17], Hi can be expressed in term of condensation
temperature 7 as:

He, =2501-2.16 (T,— 273.15)
So, the collector efficiency is calculated from:

Mp (2501-2.16 (T4-273.15))

n Ind
Where:
Mb is measured each hour by a graduated test tube
T4 is the temperature of the evaporator; is edr
continuously for 24 hrs.
Ih is the solar radiation intensity on the vertiddl.s

7. Results and Discussion

Typical days are presented in this paper 4, 5 addl\g the solar still was oriented
to south and it was oriented continuously towarsigthn.

Figure (4) illustrates the variation of brackishtera(BW) inlet temperature
T,, brackish water (BW) outlet temperature, To the flat plate collector for and
ambient temperature,;Tfor the summer days, 5 July and 6 July, respelgtiv It is
clear that high values of the temperatures fT} and & products correspond to a
certain value of local time during the day.
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Fig. (4). Brackish water temperature versustime.

Figure (5) illustrates the variation of evaporatidemperature
condensation temperature and ambient temperature T1 for 5 and 6 July. Wico
be shown that the highest value of evaporation &atpre is nearly 8C was
obtained on 5 July. The ambient temperature vdrad 26°C to 44C.
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Fig. (5). Condensation and evaporation temper atures versus time.

Figure (6) illustrates the variation of temperasurespectively T1, ambient
temperature, T4, evaporation temperature, T7, awa®n temperature, T5,
galvanized plaque in the evaporation chamber fatwalbsorber unit, and T5,
temperature of galvanized plaque in the condensatbamber forward the
condensation plaque. From this figure, it is ciiat the higher values of T5 were
obtained on 5 July and the maximum value obtainas %8C.



Water Purification Process... 172

120 120 6/7/2009

5/7/2009 1

—— T7

100 o 100 —_——Ts
8 S
g ¢
2 5
g &
o ©
2 aQ
£ £
2 s

8 10 12 14 16 18 8 10 12 14 16 18
Local time, hrs Local time, hrs

Fig. (6). Temperature variation versustime.

Figures (7 and 8) shows the variations of hounygerature difference (T3 —
T2) and brackish water yield outlet, respectivelyWe distinguished two intervals:
before 15:00, the highest values were registered6fduly and after 16:00 the
highest values were registered for 5 July becausesolar still was oriented toward
sun: the solar collector was exposed to sun irafteznoon.

The highest values of brackish water was registéae8 July, expect for the
beginning, the brackish water outlet flow was equathat 4 July and the steady
values were those of 6 July, and were almost cohdtam 11:30 to 16:00, the
lowest value of the brackish water outlet flow vees5 July.
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Fig. (7). Driving for ce temperatur e difference Fig. (8). Brackish water outlet flow rate
versustime. versus time.

Figures (9 and 10) show the hourly efficiency aridldy The hourly
efficiency of the indirect vertical solar still fahis three day was almost the sun
from 11:30 to 13:30. For the day of 4 July, theheigt values of hourly still
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efficiency 59 % was registered at 15:30. For e¢htsee days the hourly efficiency
varied from 19 % to 59 %. Also for these three dtes hourly yield varied from
0.145 kg/h.mto 0.265 kg/h.rh
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Fig. (9). Desalination efficiency versustime. Fig. (10). Desalination rate versustime.

8. Conclusions

The preliminary performance testing of the indireettical solar still has been
presented and the main conclusions of this resgagjlct are:

» The highest value of evaporation temperature of @0vas obtained on 5
July.

« The best brackish water outlet flow rate was Lkgfh.

* The maximum value of the evaporation temperatutaioéd is 77C for
ambient temperature ranging from Z2to 46°C.

» The highest value of hourly still efficiency is $®recorded at 15:30.

9. Recommendations
For future investigations more types of spongytcktd insulation layer have to be
tested to find the best one for evaporation charabdrcondensation chamber. Also,
a study of the effect of the multiple vertical soktill on the amount of water
distillation may be performed.
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Abstract. In the last decades there have been a great iecie@sgineering knowledge and a rapid rate
of what students should learn. Also, there has lzeesing need for gaining different skills. Thidl
education institutions to try some student-centdeadning approaches such as problem-based learning
(PBL). This approach showed many advantages. Neleds, it suffers from some problems and
disadvantages. In the present paper, many of thetf8s have been reviewed thoroughly. A model for
applying PBL approach in engineering educationifeen proposed. The model enables benefiting from
the advantages of this approach such as incre#istngtudents' motivation and increasing their skill
Also, the model avoids the disadvantages and ¢heeproblems of the PBL approach.

Keywords: PBL, problem-based learning, engineering edunastudent-centered learning.
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1. Introduction

One glance to the amount of knowledge that engingestudents are expected to
acquire is enough to show the dilemma that engingeeducation is facing.
Dilemma posed primarily by a dramatic increasepiecgfic knowledge and the rapid
obsolescence rate of much amount of what studeats.| Also, there has been a
rising need in engineering practice for other kimfisknowledge, including skills
such as problem-solving, teamwork, resources manege self- and peer
evaluation and attitudes such as ethics, motivatimoperation, self-directed and
life-long learning. This led some worldwide engirieg institutions to try some
student-centered learning approaches such as Rrdddsed Learning (PBL),
which is considered a very effective approach imliced schools

Boud and Feletti [1] consider the PBL as one of thest influential
innovations of the last decades, and define it asrafully planned curriculum,
which is entirely based on practical cases andabvirg practical problems. PBL
originated at McMaster University Medical Schooltie late 1960s. Later on, PBL
spread to different disciplines, such as law, eaoyobusiness administration and
engineering [2,3].
1.1 What isa Problem Based L earning Approach?
PBL is an instructional approach that uses problenisitiate, focus and motivate
students' acquisition of specific knowledge andettggment of professional skills
and attitudes. PBL offers an environment in whiearhing is triggered and guided
by a problem, which may interdisciplinary drive tberriculum. In PBL students
must define the problem, identify and acquire tkidlssand knowledge needed to
solve it, and work through the solution. Students r@quired to take responsibility
for their own learning as well as the groups laagniand hence they are both
autonomous and dependent. Learning is self-diremteltakes place in the context
of a realistic problem. The manner of work is begigse to that of engineers in
industry [4].
1.2 Scope of the Paper
The literatures in the last decade show that masydwide engineering institutions
tried to introduce the PBL approach in their progsausing different methods of
application. Some of them applied curriculum-wid&l POthers applied the PBL on
senior students or on certain courses. In this papest of these trials will be
reviewed, and the problems they faced will be itigased. The merits and
drawbacks of using the PBL approach will be hightiégl. Finally, an application
model for using the PBL approach in engineeringcatian will be proposed. This
model will avoid the problems inherent in PBL apgpr and compromises between
the merits and drawbacks of applying this apprdacéngineering education. The
different application modes and assessment steteagie beyond the scope of this
paper. They are covered extensively in the liteeaf-9].

2. Review of Previous Trialsin Applying PBL
Many universities and engineering institutions athe world in the last decade
tried to apply the PBL approach in different wagsme of them applied PBL as a
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curriculum-wide. Others applied it as a part of thericulum in one year, or at least
in one course.

The following trials applied the PBL approach fbetentire or part of the
curriculum:

i) In Denmark Aalborg University had implemented tHgLPapproach in
all engineering programs. The curriculum consi$tS08 project work, 25% course
work that support the project work, and the renmmani25% coursework in
fundamental studies such as mathematics, phggicsvhich is taught primarily in
a traditional format. Project-based teaching at bAed university is strongly
problem- oriented, and the projects are oftentfm@dndustry problems [10, 11].

ii) In 2001, Manchester University in UK introduced PBL as the primary
teaching method for undergraduate engineering progr The purpose was to
organize the curricular content around problem adesa rather than subjects or
disciplines [12,13].

iii) In 1998, Monash University in Australia had implertedd problem based
learning in several courses within its civil engiriag program [11, 14].

iv) In 1998, Central Queensland University introduceBBL approach in
four of engineering programs; civil, electrical, chanical and computer systems
engineering. All of these programs have adoptetbblem-based model in 50% of
the student’s workload in each semester. The pogradually increase in length
and difficulty throughout the program [11, 15].

v) In 2001, the Dokuz Eylul University in Turkey hagdoated the problem
based active learning system in electrical andteleics, geological and geophysics
engineering and mining engineering departments. 3ystem is based on real
engineering problems which values teamwork anditibegration of information
from different disciplines and it places the studahthe center of the learning
process [16].

vi) in 2003, the Turku Polytechnic University of ApplieSciences
introduced the PBL approach in the program of Imi@tion Technology [17].

vii) In 2001, the Lahti University of Applied SciencesHinland used a PBL
approach as curriculum strategy in the mechatrgmicgram [18].

viii) At Republic Polytechnic in Singapore a differentpagach has
been developed. This approach is termed “one-daypooblem approach”, where
students spend one whole day working on a singiblem [7].

In addition, many of engineering institutions ofwansities tried to apply the
PBL approach in a single course such as: commuoitaystems course in
University College in London [19], administratitieory course for the electrical
engineering students at a public university in Brg0], digital electronics course
at Chitkara Institute of Engineering and Technolbgyndia [21], mathematics at
college of Maryland in Cumberland, USA [22], matlaits in the Republic
Polytechnic in Singapore [23], statistics courseor €ngineering students at
Slovenian University in Slovenia [24], and contrbleory course at Linkping
University in Sweden [25].
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3. Evaluation of The Previous Trials of Applying PBL
A deep study have been applied on all studiestiitesd in the previous section to
determine the merits and drawbacks of applyingRB& approach in engineering
education, and to highlight the problems they faéaging this study, the following
questions had to be answered:

How did they deal with these problems?, Are thesblpms inherent in the
PBL approach or as an implementation problems? t\lghthe response of students
and professors about using PBL in engineering dthrcg Is PBL suitable for
application on all types of courses.

In this study, all these questions and more will dddressed. Then,
depending on the findings a model will be proposed applying the PBL in
engineering education. This model will determine ¢onditions of using the PBL in
engineering education and will formulate the speatfons of courses that are
suitable for applying PBL.

3.1 TheMeritsof Using the PBL Approach in Engineering Education.
Many advantages of using PBL have been reportedhbyprevious studies as
follows:

i) Improving the soft skills of students such as: fgobsolving, time and
task managements, reporting, negotiating and corwation skills [11, 13, 19, 26].

i) PBL is more effective in motivating students angiioving their study
habits. It encourages life-long and self-direcesrhing [11, 13, 19, 26, 27, 28].

iii) PBL transfers the responsibility of learning todgtot side [13, 19, 26]

iv) PBL engages the students in a deep and effectweitey experience and
encourages their participation and commitment $3,26, 29]

v) PBL improves the skills of team working and teammagements [11, 19,
26]

vi) PBL approach is favorable by students and theyyeihjiil, 13, 27, 30,
31].

3.2 The Drawbacks of Using the PBL Approach in Engineering Education.

i) The acquisition of knowledge using PBL approachsdoet follow a
certain order. The student may acquire certain kedge before acquiring its basic
concepts, or may go deep through unneeded knowledije skip a necessary
knowledge. This is due the hierarchical structuramost of engineering courses
where many topics must be learned in certain offléhe student missed the earlier
topic, it will be very hard to continue in the netdpic. This problem of the
particular hierarchical structure of engineeringirses is the most obstacle which
faces applying the PBL approach in engineering a&tiic [7, 11, 19, 24]. This is the
cause behind the success of applying PBL approadieiical learning as Perrenet
et al describe the medical courses as “encyclogetievledge structure”, (i.e. any
topic will not be affected by missing the earliepit) [32].

ii) PBL approach doesn't give the students sufficirabtetical background
for the problem under study. This led to lack isib&nowledge and concepts. This
issue is stated extensively by students [13], aigddlear from the low quality of the
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theoretical parts in the student’s reports [11,119, The students in medical schools
which apply the PBL suffer from the lack in the ioatheoretical information while
these students are excellent in application sid@g [2

iii) The PBL approach increases the time or the workloadtudents,
because they have to seek knowledge. Also, theg baprocess this knowledge
and apply it to solve problems. Team work is tinoesuming as well. Tasks such
scheduling extra meetings, collecting work donetégm members and building
consensus do need more time. So, The PBL approamsumes more time than
traditional teaching methods. This time may reaehai300% both in class and out
of class work [8, 11, 13, 19, 21, 26]

iv) It is difficult to use PBL approach in teaching theathematics or
analytical courses such as static, dynamics, aisalgé electric circuits. The
analytical and mathematical skills should be owhgceach individual and the PBL
approach doesn't give the student the chance tmale practice which is essential
skill for learning mathematics or any analyticalrse [18, 23, 25, 33].

v) The assessment system used in PBL approach, whigihally depend
on teamwork activates, may give a chance to thfeicteve student to pass the
course depending on the teamwork only (i.e. leta piass without learning the
contents) [13].

vi) PBL approach, originally, is unguided learning ms& Some studies
emphases that the unguided or minimal guided PBsigsificantly less effective
than guided process that is specifically desigmesupport the cognitive processing
necessary for learning [21, 34, 35]. Also, the udgd PBL may have negative
results when students acquire misconception omiptete knowledge [34, 35]

3.3 Recommendations for Resolving the Drawbacks of PBL

i) The problem of particular hierarchical structureeofgineering courses,
and the problem of lack of theoretical informatiand basic knowledge and
concepts associated with PBL may be resolved byngithe PBL approach with
some lectures in a traditional way. This insutest the student has acquired all
necessary information and basic concepts in itsecborder.

ii) The long time needed for doing the PBL activitiesl &he extra loading
of students are inherent problems of PBL. Thesélpnos are obvious in case of
curriculum-wide application of PBL, or when the dgmt has many PBL courses in
the same semester. In curriculum-wide mode, théneegng program should be
five years or more if all or most courses shouldtdngght using PBL, otherwise
some courses should be omitted to limit the progtamfour years as most of
engineering programs in the world. So, the curtiouwide mode is not
recommended for this cause. The problem may bdvextof PBL courses was
limited by one or two courses in each semester.ré€beof courses in the program
may be taught in traditional way. This partial apgtion of PBL is enough to satisfy
all the merits of using PBL approach and givesasoeaable student loading in each
semester without increasing program period.
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iii) For reinforcing the individual analytical skills students, the analytical
courses and mathematics and similar courses shHmildxcluded from teaching
using PBL. The application courses which are richeial world problem are the best
candidates for applying the PBL approach. For exepip electrical engineering
program courses such as electronics, electricahimes, high voltage engineering,
industrial power system design and digital designracommended

iv) The problem of assessment system, which may giwhamce to an
ineffective student to pass depending on the teakwaoly, may be resolved by
designing an assessment system where the markte&ai activities is less than the
grade required for passing the course. Thus, a gfapgassing mark should be
collected from individual work only.

v) The problem of the low effect of unguided PBL, whéne students may
acquire misconception or incomplete knowledge maydsolved by adopting the
guided PBL approach, where the objectives and siEpsoblem should be clear to
the students. As Paul A. Kirschner [35] showedigstudy that the guided students
can achieve more than double the knowledge thatitigeided students can achieve
in half of the time needed

4. The Proposed M odel for Applying PBL
From the analysis and recommendations in previegion we can determine the
main specifications and conditions of applying #BL approach in engineering
education as follows:

i) The program should be a mixture of PBL coursesteaditional courses
where the percentage of PBL courses does not ex@%9f the total courses in the
program, and at the same time does not exceeddwses in each semester.

ii) PBL approach is applied in teaching the applicatonrses, while the
mathematics and analytical courses are taught aiidgional methods.

iiiy The PBL courses should be inoculated with some ssecg and key
theoretical lectures.

iv) The PBL activates should be guided (i.e. the objestand instructions
are given and should be clear).

v) The assessment system should be well designe@vergrthe ineffective
students from passing depending on team work only.

5. Conclusion

Several engineering institutions in the world hanerporated the PBL approach in
their engineering curricula in last decade for hdeg some of critical issues of
engineering education. In this study, a review efesal trials of incorporating the
PBL approach in engineering education has been tiorecognize the problems of
implementation and to extract the merits and drakbaof applying PBL in

engineering education. The reviewed studies shothed effectiveness of PBL
approach in enhancing the soft skills of studenishsas problem solving,
communication skills, teamwork, lifelong learningtc. However, some of key
drawbacks were reported, such as the weaknesofetfical knowledge and basic
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concepts for students, extra time loading, inadeygud teaching mathematics and
analytical course, and the gaps in assessmentnsystethis study, a group of

solutions and precautions have been recommendadhieve the merits and avoid
the drawbacks of applying the PBL approach in exgiimg education. Finally, a
model for applying the PBL approach partially inggmreering education has been
suggested. This model can satisfy all the advastagiePBL, while avoids the

drawbacks at the same time.
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